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Abstract

The safe management of radioactive waste disposal facilities is increasingly becoming a

necessary condition for the future development of nuclear industry. To ensure long-term

safety of these disposal facilities, performance assessment models need to be developed

that can quantitatively estimate the potential impact of disposal on biosphere. These mod-

els facilitate in envisioning the extent of safety achieved due to the isolation of waste and

estimate the amount of risk caused because of the failure of disposal systems by con-

sidering various scenarios of release and pathways of intrusion to the geosphere. They

also treat the uncertainties associated with input characteristics and quantify them using

probabilistic techniques. In this thesis, efficient performance assessment models are de-

veloped focusing mainly on understanding the migration process of low and intermediate

level radioactive wastes through the geological medium into the biosphere by predictive

radionuclide transport models. These models are developed for different geological en-

vironments which include soil and fractured rocks. As an intrinsic part of performance

assessment, the aleatory (spatial variability due to inherent randomness in soil properties)

and epistemic uncertainties (due to parameter and model uncertainties) in the geologi-

cal and transport properties of the medium and radionuclides are quantified using vari-

ous probabilistic methods. These methods have been implemented to estimate the limits

above which the eventual release of radioactive wastes from disposal facility will pose un-



acceptably high risks. Also, the critical parameters affecting the radionuclide migration

are evaluated using various sensitivity methods. Several algorithms are developed and

implemented in PYTHON and MATLAB to add new features that introduce complexity

in the numerical models and also, interface the deterministic and probabilistic analyses.

Chapter 1 presents a general introduction on one of the global burning issues, the

waste management, especially radioactive waste management and the challenges faced

in handling and disposing radioactive waste. The significance of developing predictive

performance assessment models that help in gauging the extent of risk possible due to

barrier system failure is mentioned. The need to conduct the study and objectives of the

study are highlighted in this chapter. A brief overview of the organization of the thesis is

also presented.

Chapter 2 presents an overview of the various studies carried out in developing per-

formance assessment models to monitor the safety of radioactive waste disposal facilities.

As one of the critical components of the performance assessment involves modelling geo-

sphere transport, the analytical and numerical models that have been developed so far to

predict the contaminant transport behaviour in different geological media are discussed.

Studies on estimating the uncertainties and incorporating their influence on the overall

performance of radioactive waste disposal facilities are discussed in detail. Keeping in

view the gaps identified from the literature, the objectives, and scope of the thesis are

presented.

Chapter 3 presents the guidelines formulated by AERB (2006) for probabilistic safety

assessment of near surface disposal facilities (NSDFs). The deterministic and probabilis-

tic components of performance assessment model are presented in this chapter. The de-

terministic components that include analytical and numerical models adopted to describe
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the process of radionuclide transport in geosphere are presented. Also, various proba-

bilistic techniques used to handle the probabilistic component of performance assessment

model are presented. They include analytical and simulation methods for reliability anal-

ysis, followed by the variance reduction techniques. A brief overview of meta-modelling

techniques that propagate the uncertainties and improve the computational efficiency of

the model; discretizing techniques developed to model a spatially varying random field

and; sensitivity methods that evaluate the critical parameters affecting the performance of

radioactive waste disposal systems are discussed.

In Chapter 4, a probabilistic performance assessment model is developed to estimate

the risk and reliability of near surface disposal facilities. The radiation reaching the bio-

sphere due to the release of radioactivity from the barriers is modelled analytically. The

annual release rate, radiation dose and the risk due to radiation from seven radionuclides

(3H, 14C, 59Ni, 99Tc, 129I, 237Np and 239Pu) at the end-point of interest are evaluated us-

ing the model. Meta-models are developed by implementing collocation-based stochastic

response surface method (CSRSM) to propagate the effect of input parameter uncertain-

ties on the radiation dose from the radionuclides. These uncertainties are quantified using

reliability analysis and the computational efficiency of meta-models over the analytical

model is demonstrated. Also, the critical parameters affecting the safety of disposal sys-

tems are estimated by employing global sensitivity analysis.

In Chapter 5, probabilistic performance assessment models that can predict the risk

and radiation dose due to radionuclide transport in soils (from NSDFs) are developed.

The effect of uncertainties due to lack of knowledge (epistemic) and due to inherent ran-

domness in soil medium (aleatory) on the radionuclide transport are examined and also

quantified using probabilistic techniques. A three-dimensional groundwater radionuclide
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transport model with a decaying mass source is developed. The concentration of ra-

dionuclides evolving over spatial and temporal scales is computed from the model. This

numerical model handles more complexities in the system than the analytical model stud-

ied in previous chapter. To propagate the parametric uncertainty, CSRSM is adopted

and surrogate models are developed. Further, the probability of radiation dose exceed-

ing permissible value is estimated by implementing subset simulation (SS) method as

Brute-force Monte-Carlo method is computationally expensive (with the increase in the

number of uncertain parameters). The computational efficiency of meta-model over the

numerical model in estimating the probability of failure (Pf ) is also demonstrated. The

critical parameters affecting the radionuclide transport are identified using two methods

(post processing CSRSM and SS).

The spatial variability inherent in the soil medium (aleatory uncertainty) is character-

ized by modelling hydraulic conductivity as a random field and the radionuclide trans-

port through this field is analysed through a two-dimensional numerical model. The

random field is discretized (i.e., transformed into a set of random variables) by employ-

ing Karhunen-Loeve (K-L) series expansion. The correlated random variables are trans-

formed into uncorrelated space using eigen decomposition. The random field is generated

for an exponential covariance function and, the number of random variables to be trun-

cated to achieve the least error in generating the random field is also computed. The

probability of radiation dose exceeding the permissible value (Pf ) in spatially variable

soil medium is computed by using subset simulation method. This chapter is mainly fo-

cussed on modelling a complex geological environment numerically and examining the

influence of different uncertainties in assessing the safety of NSDFs.

In Chapter 6, a probabilistic performance assessment model is developed to predict
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the safety of disposal facilities near sedimentary rock formations. To predict the flow and

transport behaviour of a contaminant through fractured rock, a new hybrid model that

integrates a stochastic fracture pattern generation algorithm, and a numerical contaminant

transport model is proposed. Also, a new feature that handles the effect of local aperture

variation along the fracture is integrated into the hybrid model. The analysis is carried out

for a non-reactive contaminant and also a reactive contaminant. The finite element mesh

generated numerically could accommodate fracture sets with four fracture orientations

(0◦, 45◦, 90◦, 135◦) and combinations of these orientations. A parametric study is carried

out to investigate the effect of number of fracture sets, local variation in aperture sizes,

matrix diffusion and dispersion and also fracture diffusion on the transport behaviour for

both the contaminants. From the deterministic analysis, the radiation dose and risk due to

radionuclide transport through fractured rock (for different fracture sets and local aperture

variations) are evaluated. As the algorithm for fracture generation is stochastic in nature,

this effect is quantified by carrying out reliability analysis for fracture set combination

45◦ - 90◦. Similarly, the parametric uncertainties in geological and transport properties of

fracture and rock are quantified from reliability analysis. The critical parameters affecting

the radiation dose for both non-reactive and reactive contaminant are estimated using

sensitivity analysis. The model developed in this chapter could successfully integrate the

complexities involved in transport through fractured network and also the probabilistic

techniques that quantify the effect of uncertainties involved in such a medium.

Chapter 7 summarises the conclusions from various studies carried out in the thesis.

Appendices, list of references and the scope for future work are provided at the end of the

thesis.
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Chapter 1

Introduction

1.1 General Introduction

Waste management is one of the crucial challenges faced by the global community today

due to its alarming effects on the environment. The generation of waste has increased

multi-fold over the past three decades due to ever-growing population, economic growth,

urbanization and industrialization. To tackle this issue, a number of waste management

methods have been developed which include waste minimization, recycling (helps in en-

ergy recovery), treatment, processing and disposal. But, the waste management tech-

nique to be implemented relies most importantly on the type of waste (hazardous / non-

hazardous). For instance, any issue in handling and managing non-hazardous waste might

cause very less or no impact on the environment, while, a disastrous consequence is in-

evitable in the case of hazardous waste like nuclear waste. Radioactive waste is consid-

ered as one of the most destructive forms of waste in the history due to the presence of

radioactivity that lasts for hundreds of thousands of years. The reason for the rise of nu-

clear industry was to meet the global energy demand for developing a sustainable form of

energy. So, it emerged in 1950s as a viable source of energy with low carbon emissions

over fossil fuels. Since then, nuclear power plants began functioning and at present the
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nuclear industry provides almost 11% of the world’s electricity (World Nuclear Associ-

ation, 2015). However, this industrial activity resulted in accumulation of a humongous

amount of waste over the past five decades from different sources which include min-

ing and milling, nuclear power plant operations and decommissioning, reprocessing and

recycling facilities, research reactors, medical and industrial sources, nuclear weapon pro-

grams and accidental releases. The global volume of waste from spent fuel was 2,76,000

tonnes of heavy metal (tHM) by the year 2006, and projected to increase to 4,45,000 tHM

by 2020 (ie., growth by approximately 12,000 tonnes annually, IAEA 2006). In India, nu-

clear industry is the fifth largest source of electricity providing almost 3.22% electricity

nationally (IAEA, 2018). The amount of radioactive waste generated is around 4 tonnes

per GW-year of electricity generation (DAE, 2014). This statistic is similar to the amount

of waste generated in other countries. The rate of radioactive waste is likely to increase

further with the emerging nuclear reactors and nuclear power plants in the near future.

This appalling trend is a major concern globally and nationally, hence, there is a need to

resolve this problem by developing efficient radioactive waste management practices.

The International Atomic Energy Agency stated that " The main objective of radioac-

tive waste management is to deal with radioactive waste in a manner that protects human

health and the environment now and in the future, without imposing undue burden on

future generations" (IAEA, 1995a). To contain radioactive waste from reaching the geo-

sphere, waste disposal facilities are designed with a set of engineered barriers and natural

barriers. The performance of these facilities mainly depends on the physico-chemical

properties of radioactive waste planned for disposal, geological properties of containment

material used for construction, and, the geo-hydrological conditions of the natural forma-

tions (soils or rocks) around the facility. Radioactive waste disposal facilities have been in
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existence for past few decades. However, their efficiency reduces over long time periods

due to degradation of barriers. In the event of failure of disposal facility, the radionu-

clides can release into the geosphere and pollute the medium creating a serious damage

to the environment and human health. Therefore, to ensure the long term safety of dis-

posal facilities, efficient performance assessment models need to be developed that can

quantitatively estimate the potential impact of disposal as it reaches the biosphere.

The general requirements of these models are to predict the extent of safety achieved

due to isolation of wastes and, to estimate the risk caused due the failure of these sys-

tems by taking into account various scenarios of release of radioactivity through different

pathways of intrusion. In the process of formulating a conceptual model that provides

the basis for mathematical models, it is necessary to incorporate the effect of all the com-

ponents involved in the system. However, due to assumptions and simplifications, the

real systems are abstracted. So, to bring a sense of realism, the process of radionuclide

transport in different geological media (soil and fractured rocks) with complex geometry

(ie., dimensionality of problem) and boundary conditions (decaying source term) needs

to be addressed in the model. Moreover, the large spatial and temporal scales involved

in these models emphasize the need to develop realistic radionuclide transport models

that can improve their predictive ability. During the post-closure phase of disposal facil-

ity, the temporal scales involved may lead to temperature variations, seasonal fluctuations

that can potentially affect the system leading to variabilities in the properties of the sys-

tem and also the surrounding geological environment. So, ignoring these effects leads

to either an underestimation or overestimation of disposal system performance. So, as an

integral part of the performance assessment, it is necessary to treat the uncertainties due to

inherent randomness in the geological medium, the lack of knowledge in estimating the
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transport parameters of the radionuclides and quantify their effect. Using probabilistic

analysis, it is possible to estimate the probability of failure by calculating probability of

radiation dose exceeding the permissible limit. It is a unique value which delineates the

measure of the overall safety in various engineering disciplines (Ang and Tang, 1975).

This value is an indication of compliance with set regulatory criteria. Thus, a framework

for performance assessment model that integrates the effect of uncertainties in the system

helps in providing a basis for a protected and safe environment.

1.2 Need for the study

As mentioned earlier, radioactive wastes have caused more public concern than any other

type of waste. So, the systems developed to contain radioactive waste requires more at-

tention due to the high risk (release of radioactivity) caused by any unforeseen incident.

An effective radioactive waste disposal system aims for safe containment and isolation

of waste from the surrounding environment. According to World Nuclear Association

(WNA), out of the total radioactive waste generated around the world, almost 97% of the

volume is low and intermediate level waste (LILW), which is volumetrically the most sub-

stantial form of radioactive waste and the remaining 3% of volume belongs to high level

waste (HLW). To dispose these wastes, containment systems called near surface disposal

facilities (NSDF) are designed for LILW (few tens of meters below the ground surface)

and, deep geological repositories for the disposal of HLW (few hundreds of meters below

the surface). Construction of deep geological repositories has been a debatable subject

and they have not been operational anywhere in the in the world so far. On the other hand,

NSDFs have been functional in many countries including India from past few decades.
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The rising public awareness on the concerns of radioactive waste disposal in NSDFs has

impelled the need for an acceptable and trustworthy radioactive waste management pro-

gram. So, it has become increasingly important to address the issues involved in NSDFs

by timely monitoring of the disposal facilities and predicting the possible radiological

impact on the environment.

The national and international agencies have provided guidelines for evaluating the

performance of the disposal facilities. Safety assessment standards provided by IAEA

emphasized the need for the development of integrated performance approach to ensure

long-term safety of NSDFs by providing a basis for safety assessment strategies right

from the commencement of the construction of disposal facility (pre-operational and op-

erational phases) till the post closure phase period (IAEA, 2011). In the first two phases,

safety objective is to site, design, construct, operate and close a disposal facility so that

protection after its closure is optimized. The timeline for the safety assessment during

these phases last for few years whereas, in the post-closure phase, the time scales become

very large ranging to few thousands of years. Therefore, the primary objective after the

closure of facility is not just to evaluate the performance and radiological impact of the

disposal facility, but also to discern the behaviour of the system and the surrounding geo-

logical environment evolving over time. In India, any radioactive waste generated during

the treatment processes of reprocessing is disposed following the Atomic Energy (Safe

Disposal if Radioactive) Rules 1987, published under the Atomic Energy Act, 1962. So,

the safe management of nuclear waste has been given utmost priority from the inception

of the Indian nuclear energy programme. Atomic Energy Regulatory Board (AERB), pro-

vided the regulations for the safety assessment by taking into account the waste inventory,

features of engineered and geological barriers, time frame for the analysis (AERB, 2006).
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Failure to acknowledge and represent this uncertainty can result in serious criticism of

a performance assessment. So, the significance of considering probabilistic aspects in

performance assessment was recognised and the influence of uncertainties have been re-

viewed (Gallegos and Bonano,1993; Helton, 2003). Also in India, the safety standards

and regulations that integrate the effect of uncertainty in the parameters in the overall

performance assessment have been laid (AERB, 2006). In this thesis, the critical stage

of performance assessment (i.e., post-closure safety) is investigated as the complexity,

uncertainties and time scales associated with the stage are very high and they are not

completely explored.

Although, the predictive models developed so far take into account the factors men-

tioned above, they lack in incorporating complex geosphere transport models (like ra-

dionuclide transport in a fractured rock medium) in the performance assessment. A typi-

cal fractured rock deposit consists of a complex heterogeneous network of fractures with

unique physical and chemical properties for fracture and rock matrix. To predict the ra-

dionuclide transport in such medium, the geometry of fractures and their network needs

to be modelled. Also, the effect of geological properties of the fracture and intact rock

matrix and geochemical properties of the radionuclide in both fracture and rock matrix

should be considered. Ignoring any of these effects leads to impractical results. In India,

some potential sites have been proposed for radioactive waste disposal near sedimentary

rock deposits which includes Kudankulam (Chennai), Gogi (Karnataka) and Tummala-

palle area (Andhra Pradesh) (Elango et. al., 2012; Makolil and Nagar, 2015) which rein-

forces the need to develop safety assessment model that entails geosphere transport near

fractured geological media. As an integral part of performance assessment, the effect

of uncertainties have been unified in these models, but most of these methods are con-
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servative. So, advanced probabilistic techniques needs to be adopted to treat all forms of

uncertainties that include epistemic (due to lack of knowledge) and aleatory (due to inher-

ent randomness in the system). However, it becomes computationally intensive to include

both complex geosphere models and the effect of different forms of uncertainties in the

performance assessment. So, in this thesis, integrated performance assessment models

have been developed for radioactive waste disposal facilities by implementing method-

ologies that improve the computational efficiency of the models. A schematic view of

key areas in the performance assessment of low and intermediate level radioactive waste

disposal systems is presented in Figure 1.1.

Figure 1.1: Schematic diagram of various components in performance assessment model

The figure presents various physical processes involved in transport of radionuclides

from the disposal facility into different geological media including soil and rocks and the

possible areas of exposure. This thesis addresses all the above issues and presents an

advanced, more detailed, and systematic approach of developing conceptual radionuclide

transport models in different geological environment for the performance assessment of

radioactive waste disposal facilities. The uncertainties of various forms are addressed

to generate realistic results in the prediction of their performance. The algorithms for

handling the complexities in radionuclide transport models and integrating the probabilis-

7



1.3. Objectives of the thesis

tic techniques are coded using MATLAB and PYTHON and simulations are automated.

Also, the thesis intends to bring out the advantages of this approach over traditional meth-

ods that can help further in improving the quality of risk and radiological impact assess-

ment for the practitioners. Overall, this thesis presents safe, economically optimal and

acceptable solution strategies for radioactive waste management.

1.3 Objectives of the thesis

Ensuring long-term safety of radioactive waste disposal facilities requires development

of models that can predict the risk and radiological impact caused due to release of ra-

dioactivity from the facilities to biosphere. This involves modelling complex radionuclide

transport process and quantifying the effect of various uncertainties on their performance.

Such models help in decision making, enhancing the long-term performance and imple-

menting cost-effective, competent design for radioactive waste containment systems and

most importantly achieving a protected environment. Keeping all the above factors in the

viewpoint, the objectives of the thesis are presented below.

1. To develop computationally efficient performance assessment models for NSDFs

that can estimate the critical radionuclides causing maximum radiological impact

on the environment and also quantify the influence of input parameter uncertainties

in the model.

2. To develop a radionuclide transport model that can incorporate the complexities in

the domain and boundary conditions and also, propagate the effect of epistemic and

aleatory uncertainties in the system by efficient probabilistic techniques. To de-

velop algorithms that can integrate the deterministic and probabilistic components

8



1.4. Organisation of thesis

of performance assessment models.

3. To develop numerical model that can predict the radionuclide transport through

fractured rock and treat the uncertainties involved in geological and transport prop-

erties of radionuclide. To develop new add-in features that can create stochastic

fracture patterns, local aperture variations along the fracture and finally integrate

these features into numerical model.

4. To identify the critical parameters that leads to failure of disposal systems by per-

forming sensitivity analysis and also measure the probable chance of failure through

probabilistic simulation techniques. These measures give a reasonable assurance of

safety of structures.

1.4 Organisation of thesis

The thesis is organized into seven chapters including the current chapter (Introduction).

A brief overview of each chapter is given below.

Chapter 1 presents a general introduction on the global concerns involved in radioac-

tive waste management and also, the waste management practices that have been imple-

mented so far to ensure a protected environment. The need to develop models that can

assess the performance of disposal facilities is emphasized. Also, the need to integrate the

effect of various uncertainties in these performance assessment models for a better safety

estimate is highlighted in this chapter. The objectives of the thesis and the order in which

this thesis is organized are also presented in this chapter.

Chapter 2 gives a detailed review on various performance assessment models pre-

sented in the literature so far. The geological transport of radionuclides constitutes the
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crucial part of integrated performance assessment. So, an overview of various contam-

inant transport models through various geological media (soil and fractured rocks) are

presented. Also, various probabilistic techniques developed by the researchers to take

into account, the effect of uncertainties and employ them in various engineering problems

are also discussed in detail. The need to integrate these methods into performance assess-

ment framework is also highlighted in this chapter. This chapter provides the scope of the

thesis by identifying the areas that received little attention in literature.

Chapter 3 provides an overview of the deterministic and probabilistic components of

performance assessment model for radioactive waste disposal facilities. The analytical

and numerical formulations involved in source term, repository failure, geological trans-

port and radiological models are presented. Various probabilistic techniques adopted to

propagate and quantify the effect of uncertainties on the performance of disposal facilities

are discussed. These methods include simulation methods like Monte Carlo simulation

and subset simulation for reliability analysis. The random field modelling to discretize a

spatially varying medium is discussed briefly. Also, meta-modelling techniques adopted

to improve the computational efficiency and sensitivity methods to estimate the critical

parameters affecting the response of the system are discussed.

In Chapter 4, probabilistic performance assessment model is developed for NSDFs.

The risk and radiation dose due to release of a radionuclides from the facility to the hu-

man habitat is evaluated from an analytical model. The computational issues involved

in propagating parametric uncertainties using analytical model are overcome by adopt-

ing efficient meta-modelling technique (Collocation based Stochastic Response Surface

Method). Further, the parameters that critically affect the safety of the system are identi-

fied by adopting global sensitivity analysis.
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In Chapter 5, a three-dimensional radionuclide transport model through soil that ac-

counts for complexity in domain and boundary conditions is developed. The effect of

epistemic and aleatory uncertainties on the performance of disposal facilities is explored.

To integrate and quantify the effect of epistemic uncertainties, computationally effective

meta-modelling technique is adopted. The inherent heterogeneity in the soil medium and

its stochastic nature is modelled as a random field. The effect of such spatially varying

environment on the flow and transport of radionuclide is assessed. This uncertainty is also

quantified by subset simulation method. A new improved numerical model is developed

with additional features like the complexity in the geological medium and their variabili-

ties. The model results give a broader perspective on the important aspects of probabilistic

performance assessment model for NSDFs.

In Chapter 6, the effect of a fractured rock medium on the safety of disposal facil-

ities is explored. A new hybrid model that predicts the flow and transport behaviour of

contaminant through fractured sedimentary rock is proposed. The effect of local aper-

ture variation along the fracture (developed as an add-in feature) is also investigated. The

overall performance assessment of the disposal facility is estimated using this numerical

model. The analysis is carried out for both non-reactive contaminant (brine) and reactive

contaminant (radionuclide). The parametric uncertainties in the geological properties of

the fractured medium and the transport properties of the contaminant are treated and quan-

tified by adopting efficient probabilistic methods. Also, the critical parameters affecting

the radiation dose and risk are identified by adopting sensitivity methods.

Chapter 7 presents the major conclusions from the various studies carried out in the

thesis. Appendices, references and scope for future work are presented at the end of

thesis.
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Chapter 2

Literature review

2.1 Introduction

The safe management of radioactive waste plays a key role in the nuclear power indus-

try. It involves development of disposal facilities that can isolate the radioactive waste

and also provide long-term protection to human health and environment. The function-

ality of a disposal facility is hinged on confirming the radiation dose and risk levels to

be as low as attainable during operational, closure and post-closure phases of disposal

(which lasts for few thousands of years). So, it becomes crucial to quantitatively predict

the radiological impact (dose, risk) due to the failure of radioactive waste repository by

means of performance (or safety) assessment models (Campbell and Cranwell, 1988).

The safety is sought over large spatial and temporal scales which indicates the poten-

tial impact of variations in climate and surrounding geosphere on overall performance.

In such a complex environment, there is a definite effect of uncertainties from various

sources (like parameter uncertainties, inherent randomness in the system, design life of

barriers etc) on the performance of the disposal system and, ignoring these uncertain-

ties leads to limitations like underestimation or overestimation of results. So, uncertainty

analysis becomes an intrinsic part of performance assessment modelling. To increase the
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confidence that the predictive model results are adequate, the primary goal is to systemat-

ically implement techniques for identification, propagation, quantification and reduction

of uncertainty. To deal with these aspects, reliability and sensitivity analyses need to be

performed by implementing efficient probabilistic methodologies. By advocating these

techniques, reasonable assurance can be achieved on the overall performance results and

eventual decision making.

In this chapter, a review of the safety assessment modelling procedures developed to

predict the radiological impact due to the release of radionuclides from the waste disposal

systems into the biosphere are presented. Before discussing the modelling studies, a brief

outline of the radioactive waste management practices adopted in India and the designs

of near surface disposal facilities (NSDFs) (to contain low and intermediate level wastes)

developed so far and implemented in disposal sites are presented. Though the concep-

tual modelling aspects involved in predicting the safety of the disposal system remains

the same (i.e., source term, geosphere transport etc), there has been an advancement in

mathematical and numerical modelling techniques over the past few decades to model the

contaminant transport in the geosphere. The evolution of these techniques and their im-

pact on the post-closure safety assessment of radioactive waste disposal systems are also

discussed. In the process of contaminant transport modelling, the geological medium of

transport also affects the flow path of contaminant, and hence, the studies carried out on

contaminant transport in different geological media are also presented. The mathemati-

cal models developed so far succeeded in accounting for complexity in the system to an

extent, but, they lack in eliminating the uncertainty in the predicted results for risk and ra-

diation dose. So, different sources of uncertainties dealt by the researchers in the past and

the techniques used to handle and quantify the uncertainties are reviewed in the chapter.
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Also, a brief review of studies that incorporate the reliability and sensitivity methods in

the safety assessment models and, the scope of the present study are presented.

2.2 Radioactive waste management

Nuclear power is one of the reliable and efficient sources of energy despite its controver-

sial reputation. It is economically feasible, environmentally friendly and provides more

than 11% of the global electricity. For instance, the green house gas emissions from a nu-

clear power plant are by two orders of magnitude lower than those of fossil-fuelled power

plants (Abu-Khader, 2009). Moreover, to meet the increasing energy demands and reduce

green house gas emissions, it becomes necessary to expand nuclear industry worldwide.

The international energy forecast predicts large growth in nuclear power generation over

the next 30-50 years. Needless to say, any industrial activity involves generation of waste

and, nuclear industry is no exception. A large amount of radioactive waste has been ac-

cumulating over the last five decades and the expansion of commercial nuclear power

production further will result in increased radioactive waste generation. It is critical to

manage this waste effectively and this became the primary consideration for future nu-

clear fuel cycles around the world. The International Atomic Energy Agency (IAEA)

stated that fundamental principle of radioactive waste management is to handle the waste

such that it protects the human health, environment and does not impose unreasonable bur-

den on future generations (IAEA, 1995). Keeping this in the viewpoint, radioactive waste

management practices were developed. The desirable sequence of waste management

practices include waste minimization, recycling (which can recovery energy), treatment

and processing, and disposal. Though the most preferred practice is to prevent waste
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generation, it becomes inevitable to stop the process. So after undergoing segregation,

conditioning, treatment and processing, the waste is disposed in proper disposal facilities.

A great deal of work has been carried out in this area in various countries, especially in

UK, USA, Czech Republic, Finland, France, Japan, Netherlands, Spain, Sweden, Korea,

and Lithuania. To assign proper management system, firstly, the radioactive waste need

to be classified. Internationally, the waste classes include: exempt waste, low-level waste,

intermediate-level waste, high-level waste and transuranic waste. This classification is

based on the level of activity in the waste in the order of least to highest activity. Once the

wastes are classified, they are treated and disposed. Overall, the main functions involved

in radioactive waste management can be broadly categorized into two phases (Grill, 2005;

Abu-Khader, 2009). They are:

1. Short-term management: This phase involves an immediate treatment of waste. For

example, treating the waste such that it attains a stable form (by some chemical

process like vitrification, ion-exchange etc) (Sobolev et. al., 2005; Raj, et. al.,

2006).

2. Long-term management: After proper treatment, in this phase, the waste can moved

to storage facilities. Further, depending on the level of activity, they are disposed

in geological formations. Also, transmutation (transformation of the waste into

an inert non-hazardous form), reuse and space disposal are other long-term waste

management options. (Rice et al., 1982; Duncan, 2003; Hoffman and Stacey, 2004;

Crow, 2007)

Although, disposal systems are designed to contain radioactive wastes from the surround-

ing environment, it is necessary to ensure long-term performance of the disposal system.
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Even in the case of the unforeseen accidents, consequences of radioactivity releasing

should be within the safe regulatory limits. In this context, a performance assessment

model is developed which is quantitative evaluation of potential releases of radioactivity

from a disposal facility into the environment, and assessment of the resultant radiological

doses. The term performance assessment can refer to the process, model, or collection of

models used to estimate future doses to human receptors (NRC, 2000). Generally, per-

formance assessment is conducted to demonstrate whether a disposal facility has met its

safety objectives. So, this chapter discusses the literature on various performance assess-

ment models that were developed to meet the design and safety objectives of radioactive

waste disposal systems in various countries.

2.2.1 Radioactive waste management in India

In India, nuclear power has become the fifth largest source of electricity after the thermal

and hydel sources of power. Since 2017, almost 3.22% of electricity is supplied from the

seven operational nuclear power plants. A few more plants are upcoming and under con-

struction which are shown in Figure 2.1. It is inevitable to eliminate the process of waste

generation from industrial activities. Moreover, with the ever increasing energy demand

and advancement in field of nuclear technology, there is an absolute need to develop strate-

gies for radioactive waste management. In India, radioactive waste management facilities

have been operating for almost three decades. So, the Indian nuclear energy programme

aims to establish radiation protection goals that accounts for the environment concerns

right from its inception. Atomic Energy Regulatory Board (AERB) and BARC (Bhaba

Atomic Research Center) Safety Council (BSC), are the regulatory bodies constituted in

the years 1983 and 2000 respectively under the Atomic Energy Act, 1962.
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Figure 2.1: Operating and planned nuclear power plants in India, (WNA, 2019)

They are entrusted with the responsibility of protecting workers, public and the envi-

ronment against harmful effect of ionising radiation.While BSC regulates safety of BARC

facilities, AERB regulates nuclear and radiological facilities in public domain (Jayarajan,

2017). They develop guidelines for management of radioactive waste in India. So, the

various stages of radioactive waste management includes six main processes namely char-

acterization, treatment, conditioning, storage, disposal and monitoring of waste (Raj et.

al., 2006; Wattal, 2013). The mechanisms involved in each of these processes are pre-

sented in Figure 2.2. It is essential to understand the classification (or characterization) of

radioactive waste to set up proper management system.
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Figure 2.2: Different steps involved in radioactive waste management

So firstly, the waste is characterized both qualitatively (source and nature of waste) and

quantitatively (type and amount of radioactivity) (AERB, 2011) to determine its physical,

chemical and radiological properties. By characterizing the waste, it can be segregated

for re-use and disposal. Further, based on the waste charaterization i.e., physical state of

radioactive waste (solid (S), liquid (L) and gas (G)) and the level of activity (low-level,

intermediate level, high level), they are treated and conditioned. The treatment process

is employed to reduce the activity concentration to a level that can allow its discharge to

the environment (as per national regulations). The treated waste is immobilized by imple-

menting conditioning techniques like cementation and vitrification. In the final stage, the

waste is stored and disposed in proper disposal systems.

18



2.2. Radioactive waste management

2.2.1.1 Waste disposal systems

The waste generated from different locations during the operation of : nuclear facilities,

fuel fabrication, research reactors, fuel processing, isotope production and research labo-

ratories are collected and disposed in the site (Kumar et. al., 2013). Based on the type of

waste disposed, the geological characteristics of the site, different waste disposal facilities

are designed and the design specifications and regulations are provided by AERB. For ex-

ample, low and intermediate level wastes (LILW) are disposed in systems that are within

50 m from the surface and over three decades, the designs of these systems have been

refined and improvised. On the other hand, high level radioactive wastes (HLW) are dis-

posed in deep geological repositories located few hundreds of meters below the surface.

Some potential geological sites have been identified for high and long-lived radioactive

wastes repositories, however, they are not operational anywhere in the world so far.

2.2.1.1.1 Near Surface Disposal Facilities

Near Surface Disposal Facilities (NSDFs) are designed to contain low and intermediate

level radioactive wastes. In India, they are located near the seven nuclear power plants.

The disposal modules include (Raj et. al., 2006):

1. Stone-lined earth trenches: These systems are developed to contain radioactive

wastes with surface dose rate less than 2 mGy/h. The soil is excavated at a depth of

1 m - 4 m with stone lining. The lining provides stability to the system. A typical

stone line trench is shown in Figure 2.3 (i).

2. Reinforced concrete trenches: The wastes with surface dose rate between 2 - 500

mGy/h are disposed in these systems. A typical RCC trench is 4.8 m deep, 2.5
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m wide and 15 m long as shown in Figure 2.3 (ii). The outer containment wall

thickness varies from 350 mm at the top to 750 mm at the bottom. Adequate water-

proofing is provided all around to prevent ingress of groundwater.

3. Tile holes: The wastes with surface contact dose above 500 mGy/h due to beta,

gamma activity are stored in tile holes. These are circular vaults, nearly 4 m below

ground level having an average inside diameter of 710 mm. These are made of 6

mm thick carbon steel shell with 25 mm thick concrete lining on both sides and

provided with adequate waterproofing. The schematic of a tile hole is presented in

Figure 2.3 (iii).

The low and intermediate level wastes (i.e., beta gamma activity belonging to Category

I, II, and III) are disposed in earth / stone lined trenches, RCC trenches and tile holes

depending on the activity content and the waste form. High level waste, which belongs

to Category III and IV are generally stored in high integrity containers and / or tile holes.

Further, the wastes with high alpha specific activity are shifted for storage and further

transported to deep geological repositories. Kumar et. al., (2013) discussed various op-

tions for disposal of solid waste based on the above categories. After the storage and

disposal of radioactive waste, provisions are made to monitor the design of the disposal

facility. They include bore holes, site-specific soil samples, groundwater samples to check

the uptake of radioactivity in the surrounding geological medium. Although the technolo-

gies adopted currently for the design of disposal systems are sufficient, there is still a

scope for improving these technologies to enhance their performance and meet the future

challenges.
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(i) Stone line trench

(ii) RCC trench

(iii) Tile holes

Figure 2.3: Types of NSDFs (Rakesh et. al., 2005)
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To achieve this safety objective, there is a need to carry out performance assessment of

the disposal systems by developing predictive models. In the next section, various studies

that were carried out in developing performance assessment models are presented.

2.3 Performance assessment model for radioactive waste

disposal facilities

To assess the long-term safety of radioactive waste disposal facilities, performance as-

sessment models are developed. This approach has been widely accepted in estimating

the long-term performance of radioactive waste repositories in various countries (Hoff-

man and Miller, 1983; Apostolakis, 1990; Helton, 1993; IAEA, 1995; Neretnieks, 1999;

NRC,2000; Ramsøy et. al., 2004; AERB, 2006). Although, over the past three decades,

many improvements have been suggested in the guidelines, the basis for developing the

performance assessment model remains the same. It takes into account the nature of the

facility, radioactive inventory, geo-hydrological and geo-chemical behaviour of the site,

pathways and possible scenarios for release and transport of radioactivity and translate

them into mathematical models based on the input characteristics. Further, these models

are used to calculate the radiological dose estimates. These values may not necessarily

predict the exact behaviour of the disposal system over time, but they provide a sufficient

quantification to demonstrate safety through compliance with the standards set by regula-

tory authorities. Since the waste considered for the analysis is radioactive in nature, the

spatial and temporal scales of analysis are quite large. So, it is important to note that the

time scale considered in the safety assessment must be comparable with the duration for

which the waste potentially remains hazardous to man.
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2.3.1 Theoretical framework and reports for developing performance

assessment models in soil and fractured rocks

Campbell and Cranwell, (1988) presented one of the earliest works to assess performance

of a geologic radioactive waste repository in the form of a theoretical framework. The pri-

mary concept of this methodology is to generate scenarios and evaluate its consequence.

The releases of radionuclide was estimated by accounting for all significant processes and

events that could affect a repository, examining the effect of these processes and events

on the performance of a repository and demonstrate compliance or non-compliance with

the standards as well as with other EPA (US Environmental Protection Agency) and NRC

(US Nuclear Regulatory Commision) regulations.

The reports by regulatory body International Atomic Energy Agency (IAEA) (IAEA,

1995; IAEA, 1999; IAEA, 2004; IAEA, 2014) presented safety guidelines for classifica-

tion of radioactive waste, design of near surface disposal facilities for radioactive waste

and safety assessment for near surface disposal of radioactive waste which encompasses

a complete set of regulatory procedures to be followed for safe disposal of radioactive

wastes. The safety procedures are developed right from the inception of radioactive dis-

posal which involves site characterization, design, construction, operation and closure of

disposal facility so that protection after its closure is optimized. The social and economic

factors are also taken into account to attain a reasonable assurance that doses and risks to

members of the public in the long term do not exceed the dose constraints or risk con-

straints that were used as design criteria.

To provide the national safety codes, guidelines and manuals for classification and man-

agement of radioactive waste in India, the reports AERB (2006), AERB (2007) and AERB
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(2011) have been developed. They are formulated on the basis of nationally and interna-

tionally accepted safety criteria for design, construction and operation of specific equip-

ment, structures, systems and components of nuclear and radiation facilities. The report

by AERB (2006) provides guidelines for near surface disposal of radioactive solid waste.

It also provides a guidance on siting, design, construction and operation of near surface

disposal facility (NSDF) to facilitate safe disposal of low and intermediate level radioac-

tive solid waste. The salient responsibilities of the waste generator / manager for safe

disposal of radioactive waste are also mentioned in this report. It also describes various

types of near surface repositories, available options, acceptance criteria, safety assess-

ment, radiation protection and site remediation activities in case of incidental / accidental

radioactive contamination. To evaluate the performance of disposal facility and its com-

ponents individually and also, estimate the radiological impact on public and the envi-

ronment, safety assessment is carried out by developing predictive models. It provides

reasonable assurance of safety of the NSDF in terms of radiation dose or risk to mem-

bers of the public. The sequence of steps followed in safety assessment modelling given

by AERB (2006) are presented in Figure 2.4. This framework is followed in the present

thesis to develop the safety assessment model for near surface disposal facilities. Each of

these components are discussed elaborately in the next chapter.

These reports give a general overview of the safety procedures to be adopted for safe

disposal of radioactive waste. There were many performance assessment models devel-

oped worldwide by adopting these safety procedures. Since the geosphere surrounding

the disposal facility also plays a critical role in estimating the performance, various mod-

els developed near soil and fractured rock are discussed in the following section.
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Figure 2.4: Steps followed in safety assessment modelling
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2.3.2 Performance assessment models for radioactive waste disposal

systems near soil and fractured rocks

2.3.2.1 Soils

Kim et. al., (1993) developed a simplified mathematical model for risk assessment of shal-

low land burial, designed to dispose low level radioactive waste. The composite model

formulated mathematical equations for source term, repository failure model, geosphere

model, biosphere model, and finally, a dose-and-health-effects model. The results sug-

gested that the highest value of the total annual dose appeared at about 100 years after

disposal, and the dominant nuclides were 63Ni and 13Cs. The analytical model developed

in this work provided a basis for decision making regarding management of waste repos-

itory system.

Krishnamoorthy et. al., (1997) presented a comprehensive analysis of estimating the ac-

tivity concentrations and dose limits of 26 radionuclides that migrated from shallow land

burial facilities at Trombay in Mumbai (India) using different release scenarios. The

exposure pathways considered for the analysis are well water drinking pathway, marine

food consumption pathway and exposure to workers. The results showed that short-lived

radionuclides 54 Mn, 55Fe,65Zn, 60Co and 103/106Ru were restricted within the disposal

system due to high distribution coefficients and short half-lives. On the other hand, long-

lived radionuclides 14C, 99Tc and 129I could easily migrate from the repository and reach

the environment due to low distribution coefficient and long half-lives. By quantifying

dose limits and activity limits, this study helped in providing insights on the critical ra-

dionuclides that could potentially affect the performance of shallow land burial facilities
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at a typical coastal site.

Nair and Krishnamoorthy (1999) developed probabilistic safety assessment model for NS-

DFs. The end-points of assessment are expressed as radioactivity release rate, radionu-

clide concentration in ground water, radiation dose to a member of the critical group

through drinking water pathway and total risk to critical group due to disposal practice.

The results indicated that amongst different long-lived and short-lived radionuclides, 129I

was the critical radionuclide delivering maximum dose in most cases though it consti-

tuted a low percentage in the low-level radioactive waste inventory. The aspects of uncer-

tainty and sensitivity analyses were also presented. The mathematical model was coded

in FORTRAN-90 for the ease of adaptability in different computational environments.

Rakesh et. al., (2005) carried out radiological impact studies at Radioactive waste Storage

and Management Site (RSMS) which is close to a near surface disposal facility (NSDF)

situated at Bhabha Atomic Research Centre, Trombay. The post-closure safety and uncer-

tainty analysis of RSMS, Trombay site was performed using site-specific data (i.e., geo-

hydrological and geo-chemical parameters). The important pathways considered were

drinking water pathway, marine water pathway and human intrusion pathway for the cal-

culation of expected radiological dose to critical group. The radioactivity in spent resin

and sludge cakes was roughly 90% 137Cs and 10% 90Sr, while, the radioactivity in spent

sources was 100% 60Co. The radiation dose results showed that there was no contribu-

tion from any of these radionuclides due to their high values of distribution coefficient.

The predicted maximum possible dose that a critical group member got due to radioactive

waste disposal from RSMS site was by marine exposure pathway (2.55 × 10−7 Sv/y),

which was less than the dose specified by the regulatory body. This analysis confirmed

the overall efficiency of NSDF located near Trombay.
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Nair et. al., (2006) developed generic method to evaluate the reasonable upper-bound

(RUB) dose from the seven near-surface radioactive waste disposal facilities (located in

India) through drinking water pathway. The concentrations and effective radiation dose

rates due to different radionuclides were evaluated at different distances from the disposal

facilities. The RUB effective dose rates for sites with ground water velocity greater than

10 cm/day at 1, 2, and 3 km were ;0.03, 0.02, and 0.01 mSv/yr, respectively, for a nu-

clear power level of 1 GW (electric). These dose rates were reduced by a factor of 2 for

disposal sites with ground water velocity less than 10 cm/day. This method was found

useful for screening analysis of proposed low-level radioactive waste disposal sites as the

RUB effective dose rates could be estimated as a function of distance and nuclear power

capacity for different categories of sites.

The performance assessment models presented so far were developed by translating the

conceptual model to mathematical models (or analytical models). So, the components

of the model (i.e., source term, repository failure, geological transport and radiological

models) were developed using mathematical equations. However, with the increase in

complexity of domain / geological media, it becomes difficult to develop analytical closed

form solutions. In such cases, modelling is carried out using numerical methods which

include finite element methods, finite difference methods etc. Some of the past studies

that developed numerical models for performance assessment are presented below.

Jakimavičiūte-Maseliene et. al., (2006) presented model studies to evaluate the activity

of long-lived radioactive wastes disposed in deep geological formations in Lithuania. The

migration of 129I through tectonically fractured domain was modelled using FEFLOW

(numerical software) and the results showed that that doses reaching human habitat did

not exceed the existing dose restrictions. Predicted volumetric activity of 129I at 363 m
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distance from repository in groundwater was of the order 10−3 Bq/l. The results from

this study indicated repository built in crystalline basement could contain long-lived and

high-level radioactive wastes.

Nair et. al., (2010) and Chopra et. al., (2013) developed numerical models that pre-

dict the contaminant transport due to the decay of radionuclides from uranium tailings

pond. These studies were similar to radionuclide transport from the waste repositories

into geosphere except that the radionuclides (in uranium tailings pond) are different in

these cases. Nair et. al., (2010) developed a three-dimensional numerical groundwater

contaminant transport model that can handle heterogeneity for decay chain transport in

groundwater from uranium tailings ponds. In this study, it was shown that exclusion of the

decay chain transport underestimates the radiological impact of uranium tailings ponds

by a factor of 100. The necessity to monitor short-lived progeny radionuclides also, apart

from their long-lived ones, in the groundwater in the vicinity of uranium tailings ponds

during their institutional control period is demonstrated. Chopra et. al., (2013) modelled

the groundwater flow and contaminant transport model for uranium tailings pond site us-

ing FEFLOW. The radiological impact of the tailings pond at Turamdih, Jharkhand, India,

to the public was estimated. The dose rates due to 238U and its progeny through drinking

water pathway were found to be 0.068 and 0.026 mSv/year at distances of 500 and 600

m from the tailings pond centre along the direction of groundwater flow and these values

were found to be within the regulatory threshold.

2.3.2.2 Fractured rocks

Neretnieks (1990) reported solute transport modelling through fissured rocks and applied

to radioactive waste repositories. The strong influence of flow rate and flow distribution
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at repository depth on radionuclides, the influence of the flow paths and velocities on the

travel time, were studied in this report. The investigations aimed at assessing the long

term safety of nuclear waste repositories where the time scales involved ranged from hun-

dreds of years to many millions of years because of the very long half-lives of several

of the radionuclides. The influence of each transport process along fractures and rock

matrix were quantitatively illustrated in the form of tracer tests. The influence of sorption

and other geochemical reactions were found to influence the movement of radionuclides

along fractures (only for sorbing radionuclides). Also diffusivities through the rocks of

different genesis were determined for Iodide. The peak arrival times, the residence time

distribution and the spatial distribution of the tracers were presented in the report. The

simulations indicated that only a few percent of the fractures were open to flow and for

reacting solutes they had a very large impact because they would see much less rock to

react with. These results presented baseline for the important factors that affect the trans-

port of radionuclides in crystalline rocks.

Krishnamoorthy et. al., (1992) developed a radionuclide transport model to predict the

movement of radionuclides in the fracture of a host rock matrix. The mathematical formu-

lations consisted of one-dimensional coupled equations for fracture and rock matrix. The

transport mechanisms included advection, diffusion, dispersion, radioactive decay and

adsorption. However, advection was assumed to be the predominant transport mechanism

in fracture, while, diffusion in rock matrix. From the analysis, the spatial and temporal

extent of concentration and flux at the outlet of fracture were estimated for radionuclides

typically encounted in high-level radioactive waste repositories. The concentration values

reduced with the increase in distance along the fracture due to sorption and decay. But,

the results for 129I did not not exhibit any variation due to different fracture length for
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varied fracture apertures. Also, the transport process showed retention of a significant

fraction of radioactivity in the micro-fissures of the host rock, with only a small fraction

finding its way into the fracture water.

Yim and Simson (2000) reviewed performance assessment models and their application to

civilian LLW disposal facilities in the U.S.A. Near field models were developed which ac-

counted for water infiltration into the concrete vaults, waste containers and release into the

geosphere. Further, the model for groundwater flow and transport of contaminants to bio-

sphere were also modelled. From the analysis, it was found that conceptual performance

assessments with overly conservative assumptions resulted in conceptual non-compliance

with regulatory requirements. The approaches that were taken to remedy this included,

better characterization and modelling in areas identified by the performance assessments

as the most important places to estimate dose to humans. In this way, they suggested that

performance assessment can be continued for both refinement of the analyses and, as a

tool to demonstrate the compliance of a particular site to the regulatory requirements.

Blum et. al., (2005) presented a methodology for upscaling hydro-mechanical (HM) pro-

cesses from the small scale (metre scale) to the large scale (kilometre scale), to assess the

performance of deep waste disposal systems. The results showed strong sensitivity of the

hydraulic apertures to the mechanical properties of the rock mass and the fractures. The

results from HM analysis indicated that, in the small and large-scale analyses, mechanical

properties and their spatial variations; uncertainty in the fracture density and the spatial

distribution of the fracture density were critical factors in performance assessment of deep

waste disposal.

Jakimavičiūte-Maseliene et. al., (2006) presented a numerical model to simulate the mi-

gration of radionuclides from crystalline basement near Lithuania. The lithology of do-
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main included limestone, sandstone, weathered rocks and crystalline rocks underlying

sandy loam. FEFLOW software was used to model various geological environments in

the system. The results indicated that concentration of 129I was within the limits and the

site functioned well for deep waste disposal.

Kautsky et. al., (2016) discussed the challenges associated with the development of mod-

els that simulate surface ecosystems over such long time scales. The assessment was

carried out for repository (with disposal chambers situated in rock at 60 m depth beneath

the present-day sea floor) that contains low and intermediate level nuclear waste in Fors-

mark, Sweden. The surface ecosystem which consisted of landscape, climatic factors,

rock outcrops etc were modelled and fully linked. The external conditions along trans-

port pathways were subject to coordinated spatial and temporal changes. The release of

radionuclides, their transport and radiation dose results indicated that calculated risk for

humans did not exceed the risk criteria or the screening dose rate for non-human biota,

indicating that the repository design was sufficient to protect future populations and the

environment. It was also found that, diversity of food and water pathways need to be

maintained, as key pathways for radionuclide accumulation and exposure partly worked

in parallel.

Overall, from the above literature, it is clear that, most of the models developed for

quantitative assessments of near surface disposal systems, especially in India were all

analytical. But, to understand the influence of dimensionality of the domain, the com-

plexities in boundary conditions (hydraulic and transport) and also heterogeneity in the

geological medium on the radiation doses, efficient numerical methods must be devel-

oped. The numerical modelling techniques include, finite element method (FEM), finite

difference method (FDM), finite volume method (FVM) and so on. Also, not many stud-
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ies have focussed on understanding the behaviour of radioactive waste in fractured rock

medium. So, in the Indian context, performance assessment models need to be developed

for ensuring the long-term safety of disposal facilities near fractured rock medium.

2.3.3 Geosphere transport models

From the previous section, it is clear that the type of geological environment affects the

transport of radionuclides moving through the medium. Hence, the component, geosphere

transport, plays a critical role in performance assessment modelling as the radionuclide

concentrations (radiation dose) are affected along the path that leads to the end-point. This

indicates the need to understand various processes involved in modelling the transport of

contaminant. In any geological medium, the main transport mechanisms that describe the

movement of contaminant are advection, hydrodynamic dispersion (i.e., combination of

molecular diffusion and mechanical dispersion), adsorption and radioactive decay. The

mechanics of transport involved in each phenomenon is presented in Figure 2.5.

There can also be an influence of other chemical reactions like acid-base reactions,

solution-precipitation reactions, oxidation-reduction reactions, ion pairing or complex-

ation, and biological reactions like microbial cell synthesis barring from the previous

transport mechanisms, depending on the reactive nature of contaminant. But, in this the-

sis, these effects are not considered in modelling the contaminant transport .

2.3.3.1 Soils

It is important to note that besides the transport mechanisms mentioned above, a contam-

inant transport model also needs to account for factors such as type of soil, the reactive

nature of solute / contaminant, type of investigation, process of modelling the transport
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and the dimensionality of the problem which are presented in Figure 2.6.

Figure 2.5: Various transport mechanisms in geosphere: Dispersion (ITRC, 2011), Diffu-
sion (Rohit, 2017), Adsorption (Daniele Pugliesi, 2012) and Radioactive decay (Sanjay-
das, 2018)

From Figure 2.6, it is evident that a broad spectrum of models can be developed by

choosing a factor from each category and combining them. However, it becomes ex-

tremely difficult to encompass all these aspects in the present thesis. Some of the signifi-

cant studies carried out on contaminant transport through soil are presented.
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Figure 2.6: Important factors that decide the contaminant transport through soil

One of the earliest works on contaminant transport modelling in porous medium can

be traced back to 1960s where, Ogata and Banks (1961) derived the solution for longitu-

dinal dispersion in porous media. The governing differential equation is given by:

∂C
∂ t

= D
∂ 2C
∂x2 −q

∂C
∂x

(2.1)

In equation (2.1), the advection (q∂C
∂x ), hydrodynamic dispersion (D∂ 2C

∂x2 ) components of

transport are taken into account.The initial and boundary conditions are

C(x,0) = 0 where x > 0

C(0, t) =C0 where t > 0

C(∞, t) = 0 where t > 0

(2.2)

By solving the equation using Laplace transform, the solution for concentration is given

by
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Since the contaminant considered in thesis are radionuclides, their reactive nature needs to

be taken into account in the form of adsorption and radioactive decay to solve the contam-
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inant transport equation. Van Genuchten and Wierenga (1976) developed analytical mod-

els by accounting for the effect of sorption on mass transport through porous media. Later,

Higashi and Pigford (1980) considered the effect of both sorption and radioactive decay in

their mathematical model. They developed analytical models for one-dimensional migra-

tion of radionuclides in geologic sorbing media. For two and three member decay-chains,

the solutions for step-release and impulse-release sources were proposed. In these mod-

els, the effect of nuclides specific leach rates and the effect of decrease in the release rates

of radionuclides with decrease in their amounts in the repository (i.e., decaying source

concentration) were taken into account. The efficiency of this model in predicting hydro-

geological transport of high-level waste decay chain 238Pu→ 234U→ 230Th→ 238Ra was

demonstrated.

Nair and Krishnamoorthy (1997) developed one-dimensional and two-dimensional ana-

lytical models for all the possible scenarios associated with shallow land burial of low

level radioactive waste. The general mathematical model incorporating the advection,

diffusion, disperion, sorption and radioactive decay processes was based on mass conser-

vation and control volume approach. Since the model was applied to shallow land burial

of radioactive waste, the environment was assumed to be a saturated porous medium. The

concentration of radionuclides in the pore water of the medium were computed as a func-

tion of space and time. These models were integrated into the perfromance assessment

modelling framework for shallow land burial sites to evaluate the radiation dose and risk

values and check their complaince with the safety standards.

Thiessen et. al., (1999) presented the different applications and types of mathematical

models used to represent the distribution and transport of radionuclides in different en-

vironments, integrated global models for selected radionuclides and special issues in the
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fields of solid radioactive waste disposal and dose reconstruction. A comprehensive study

on the important factors involved in modelling radionuclide movement in different envi-

ronments were carried out which include atmospheric deposition and the terrestrial en-

vironment; soil-to-plant transfer processes and near-surface hydrology; and aquatic envi-

ronment.

Park and Zhan (2001) developed analytical solutions of contaminant transport from one-,

two-, and three-dimensional sources in a finite-thickness aquifer. The types of sources

included : point source, line source and area source. Solutions were derived for all the

above source configurations. The results indicated the contaminant concentration in the

near field was found to be sensitive to the source geometry and anisotropy of the disper-

sion coefficients. One the other hand, for far field scenario, the contaminant concentration

was found to be less sensitive to the source geometry.

Bossew and Kirchner (2004) developed an alternative procedure for solving the equa-

tions that model vertical distribution of radionuclides in soil. The convection-dispersion

(CDE) model was focussed on predicting the migration results of radionuclide being avail-

able for plant uptake, and rise of external doses over time. Using site specific soil transport

parameters from 528 measured radionuclide soil profiles, the radionuclide migration pro-

cess was analysed. The model results showed that the mobilities of radionuclides in soils

increased in the sequence 137Cs (weapons fallout) < 134Cs (Chernobyl) < 106Ru ≈ 125Sb.

The differing mobilities of the two Cs (different origin) was attributed to the inadequacy

of CDE model and assumptions used in simulations.

The geosphere transport models for radionuclide migration were also solved analytically

using techniques like Green’s function and Laplace transform methods in Rakesh et. al.,

(2005) and Mayya (2015). Further, the application of these techniques to real problems
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in hydrological dispersion and aerosol transport was demonstrated.

Numerical models can model more realistic problems with complex boundary condi-

tions, groundwater flow and transport of solutes, and geochemical reactions between solid

and aqueous phases. Some of the previous studies that adopted numerical techniques to

solve the radionuclide transport through the geological medium are presented below.

Butler et. al., (1999) developed a model that could predict the upward migration of ra-

dionuclides from a contaminated water table into arable and pasture crops. The models

were developed based on site-specific data for rainfall and potential evaporation rates;

soil physical and hydraulic properties; crop growth measurements and; lower boundary

concentrations for the radionuclides 22Na, 36Cl, 99Tc and 137Cs to assess the accuracy

of the tested models and identify major errors associated with model structure and its pa-

rameters. Finite difference numerical models were developed to simulate the radionuclide

transport through soils. The results showed that characterising the soil hydrology is very

important in modelling the upward movement of radionuclides in the vadose zone. This

model also highlighted the influence of the above models in risk (safety) assessment of

radionuclide migration in the biosphere.

Geiser (2001) developed a numerical model for the decay and sorption of radionuclides

and their transport in a double porosity media. By implementing an operation splitting

method the transport and reaction components of the model were decoupled. With this

information, the reaction equations was solved exactly. The transport equation was dis-

cretized by adopting a finite volume (FV) scheme and the efficiency model results was

demonstrated with a simple problem. However, the influence of sorption was not consid-

ered in this model.

Trefry and Muffels (2007) presented an overview of FEFLOW, an advanced Finite-Element
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subsurface FLOW and transport modeling system with an extensive list of functionalities,

including variably saturated flow, variable fluid density mass and heat transport, and mul-

tispecies reactive transport. The efficiency of the software was demonstrated by compar-

ing the results with benchmark problems.

Miller et. al., (2010) reviewed the challenges involved in upscaling sorption / desorption

processes in reactive transport models to describe metal / radionuclide transport. The in-

clusion of smaller scale processes in a numerical solver need not always lead to better

descriptions of larger scale behaviour because of unknown conceptual model errors, dis-

crepancy in the scale of model discretization relative to the scale of the chemical / physical

process, and omnipresent chemical and physical heterogeneities. The significance of de-

veloping a Representative Elemental Volume (REV) in fluid flow and mass transport, and;

the influence of chemical reactions and the inability to discern cause and effect relating to

transport were found to be some of the critical aspects in modelling reactive transport. To

bridge the bench and field data (i.e., upscale the behaviour), it was found that a new set

of experiments were needed at the intermediate scale where, the physical and chemical

heterogeneities can be controlled and quantified.

Nair et. al., (2010) developed a three-dimensional numerical model using finite differ-

ence scheme that handled inhomogeneity and anisotropy for the decay chain transport in

groundwater from uranium tailings ponds. The source term of the system was modelled as

a decaying mass boundary condition (function of infiltration and radioactive decay). The

results from the numerical model showed that the effective dose to members of the public

through the groundwater drinking pathway with the decay chain transport are about 100

times higher than that without the decay chain transport. So, this study highlighted the

sigficance of modelling a decay chain transport for radionuclide migration.
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Simunek et. al., (2013) discussed the process of modelling contaminant transport using

HYDRUS software and its specialized modules. The overview of various components

developed in the software which involves different types of mathematical models that de-

scribe the transport of agricultural chemicals in both the vadose zone and groundwater

were presented. The numerical software demonstrated efficiency in modelling the first

order decay chains of radionuclides 238U, 234U, 230Th, 226Ra, and 210Pb. Also some spe-

cial modules developed in this software package to handle geochemical process in the

radionuclide transport were discussed.

Piquè et. al., (2013) developed conceptual and numerical reactive transport model to

understand and assess the retention capacity of soils for selected radionuclides at a ge-

ological repository site planned at Forsmark, Sweden. The computed results showed

the heterogeneity of distribution coefficient (Kd) in space. The effective Kd values were

estimated from modelled breakthrough curves at the discharge area of the model. The

numerical predictions, suggested that the repository-derived nuclides that exhibited max-

imum retention were Th, Ni, and Cs, mainly through sorption onto clays and further U,

C, Sr, and Ra, were retained due to sorption and/or incorporation into mineral phases.

Many researchers modelled the groundwater flow and radionuclide transport in geological

medium using FEFLOW, a finite element modelling software (Jakimavičiūte-Maseliene

et. al.„ 2006; Ashraf and Ahmad, 2008; Elango et. al., 2012; Chopra et. al., 2013). This

software could model site-specific hydro-geological conditions and also boundary condi-

tions efficiently covering large study area to predict radionuclide migration process. The

radionuclides considered for the analysis were 238U,230Th , 226Ra and 129I. Eventually,

the radiological impact (radiation dose and risk) from these radionuclides were computed

from the model results.
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Adinarayana et. al., (2017) developed a two-dimensional numerical model of NSDF us-

ing CFD (computational fluid dynamics) software PORFLOW. The influence of soil lay-

ers and external environmental factors on the radonuclide release from the facility was

studied. The water ingress from top soil layer and infiltration into the concrete vault was

modelled with appropriate details of the facility, radionuclide inventory, properties of the

soil layers and the boundary conditions assigned to the model. The simulations were car-

ried out for a period of 104 yrs and the results showed that the radionuclides 55Fe, 58Co,

60Co and 144Ce decayed within the vault for the given time scale.

So far, various models that described the radionuclide transport in soil medium have

been discussed. However, the geological medium is also composed of rocks. More so,

many radioactive waste repositories, specially the high-level wastes consider deep geo-

logical formations (i.e., bed rocks) as potential sites for disposal. Hence, as an integral

component of performance assessment for radioactive waste disposal systems, there is a

need to understand various aspects involved in radionuclide transport through rocks.

2.3.3.2 Fractured rocks

Unlike soils, it is more demanding to model the behaviour of contaminant (or radionu-

clide) in rocky medium. It involves modelling two interacting subsystems namely frac-

tures and the intact rock matrix. As mentioned in section 2.3.3, the various transport

mechanisms describing the contaminant movement remains the same in fractured rock

also. However, the dominant transport mechanisms in a fracture and rock matrix may

vary.
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Figure 2.7: Important factors that decide the contaminant transport through fractured rock

In addition to these mechanisms, there are some important components of rock mass

and contaminant that decide the contaminant transport processes through fractured rock.

Figure 2.7 presents a broad overview of eight different categories which include: type

of rock, scale of the study, type of contaminant, fractures, type of investigation, type of

model, local aperture variations and dimension of model that can influence the type of

radionuclide transport model. By combining one component from each category, a new

radionuclide transport model can be developed.

Fractures are ubiquitous natural discontinuities formed in rocks of any genesis. The

role of fractures in flow and transport through fractured rock masses are manifold. Insights
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in this area help in many engineering applications like, exploitation of petroleum, gas and

geothermal reservoirs, fluid pressure studies in deforming the rock, seepage process in

mining and dams, isolation of contaminant in the geo-sphere (especially in radioactive

waste disposal sites). So, in the recent years there is an increased attention on developing

models that can predict the flow and transport behaviour of contaminant through frac-

tured networks. The flow characteristics of a fluid in a fractured rock mass are highly

influenced by the fracture morphology, fracture geometry (orientation, aperture, length),

interconnectivity of void spaces, roughness, fluid pressure and confining pressure around

the fractures (Bear et. al., 1993; Huenges and Zimmerman, 1999; Singh et. al., 2015; Lei

et. al., 2017). Also, the spatial complexity of fracture patterns, the variations in aperture

sizes and the pathways of propagation, the hydro-geological and transport properties of

the media affect the transport of contaminant through the rock mass (Smith and Schwartz,

1984; Schmelling and Ross, 1989; Bear et. al., 1993; Worman et. al., 2004; Faybishenko

et. al., 2005). One of the governing factors that influences contaminant migration through

fractured rocks, is the ’scale’ of the problem, that can vary from few centimetres (single

fracture) to few kilometres (fractured rock site) (Berkowitz, 2002; Neumann, 2005). In

the microscopic scale studies, the flow and contaminant transport needs to be modelled

through a single fracture or a set of randomly oriented fractures. However, when the scale

of study increases to field scale (or macroscopic scale), it becomes imperative to model

the fracture network to discern the behaviour of contaminant in the system. So, to rep-

resent natural fracture network, discrete fracture network (DFN) models are developed

and these models require geometrical properties of each fracture in the network. To gen-

erate a DFN model, three distinct modelling approaches have been developed. They are

geological mapping approach, geomechanical approach and stochastic approach. The un-
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derlying concept involved in developing fracture patterns and various models developed

under each category are presented below.

1. Geological mapping : In this approach, the fracture patterns are created by map-

ping the exposed rock out-crops or man-made excavations. This information is used

in various areas of research that deal with understanding their behaviour during the

formation and estimating the statistics of fracture populations in a rock. These dis-

crete fracture patterns can also be simulated numerically to study the connectivity,

solute transport and hydro mechanical behaviour of fractured systems belonging to

that region. Such studies were carried out in the past (NRC, 1996; Josnin et. al.,

2002; Geiger et. al., 2010; Lei et. al., 2017). Although, the natural fracture pat-

terns can be preserved in this approach, the analysis is constrained to 2D because of

the increasing complexities and computational limitations in the fractured network

generated from this approach.

2. Geomechanical approach : According to fracture mechanics, the growth of frac-

ture in a system is governed by the stress / strain conditions and it propagates further

based on physical laws. The increased knowledge in this area leads to the develop-

ment of geomechanics based fracture patterns (Pollard, 1987). This method can link

the geometric and topological features to the physics of fracture growth. Many nu-

merical models have been developed to generate geomechanically grown fractures

(Renshaw and Pollard, 1994; Paluszny and Matthai 2009; Paluszny and Zimmer-

man, 2013; Lei and Wang, 2016). But, the simulators based upon the mechanics of

fracture propagation remain computationally expensive for large-scale problems.

3. Stochastic approach : The fracture networks are modelled stochastically due to
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limited data availability and also the challenges involved in acquiring complete de-

tails of in-situ fracture system. It is the most popular method among the three ap-

proaches. The stochastic fracture network considers all the geometric features of a

fracture to be random variables with underlying probability distributions. Stochas-

tic algorithms are developed to model the fracture patterns of rocks from different

origin (Snow, 1970; Hudson and Priest, 1983; Bonnet et. al., 2001; Riley, 2004;

Davy et. al., 2013). The probability distributions of various fracture features con-

sidered in the literature are presented in Table 2.1.

Table 2.1: Geometrical properties of fracture and their distributions (Lei et. al., 2017)

Geometric property Distribution

Fracture orientation Uniform / Normal / Fisher

Fracture apertures Lognormal / Power law

Fracture spacing Negative exponential / Lognormal / Normal

Fracture size Negative exponential / Lognormal / Gamma / Power law

To understand the flow and transport behaviour of contaminant in fractured rock, various

analytical and numerical models were developed over the last five decades. These inves-

tigations encompassed the influence of each of factors mentioned in Figure 2.7. However,

in the thesis only some of the significant studies carried out in this area are presented.

Many deterministic models that describe the flow and transport of contaminant through

fractured rock were developed over last five decades. Tang (1981) developed an analyt-

ical solution for contaminant transport along a discrete fracture in a porous rock matrix.

The solution accounted for advective transport in the fracture, longitudinal mechanical

dispersion in the fracture, molecular diffusion in the fracture fluid along the fracture axis,

molecular diffusion from the fracture into the matrix, adsorption onto the face of the
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matrix, adsorption within the matrix, and radioactive decay. The solution was obtained

by solving the governing partial differential equation using Laplace transform and Gauss

quadrature methods. Under the conditions of large diffusive loss, the analytical and nu-

merical solutions matched well. This solution was able to determine the ultimate penetra-

tion of a contaminant along a single fracture and the time taken to reach this penetration

efficiently.

Sudicky and Frind (1982) developed an exact analytical solution for the problem of tran-

sient contaminant transport in discrete parallel fractures situated in a porous rock matrix.

This analytical model was an extension to the model developed by Tang (1981). The

properties and transport mechanisms considered for the mathematical formulation of flow

and transport in fracture and rock matrix also remained the same. In the model, a two-

dimensional system is reduced to two one-dimensional problems that were much more

amenable to solve by analytical techniques. From the model illustrations it was found that

penetration distances along fractures were substantially larger through multiple, closely

spaced fractures than through a single fracture because of the limited capability of the

finite matrix to store solute. The results also showed that spacing between the fractures

had a significant effect on the advance rate and ultimate penetration of a contaminant in

the system.

Lowell (1987) developed analytical models for contaminant transport in a single, planar

fracture. The models that were derived considered the effects of a fracture skin that in-

hibits the diffusion of contaminant into the porous rock matrix. Also, the phenomenon of

radial transport of contaminant away from an injection well was considered. The steady-

state results showed that contaminant could be transported several kilometres downstream

from the well, particularly in narrow fractures. Also, the influence of radioactive decay in
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the fracture was observed to control the downstream penetration rather than diffusion in

the rock matrix. These models provided useful insights for interpreting laboratory or field

experiments of contaminant transport in fractured rock.

Krishnamoorthy and Nair (1992) developed an analytical model with two coupled one-

dimensional equations, one for the fracture and the other for the porous rock matrix to

predict the migration of radionuclides from a granite repository. The transport processes

considered were advection, dispersion, radioactive decay and adsorption in the fracture,

and; diffusion, radioactive decay and adsorption in the micro fissures of the host rock.

The concentration of radionuclides 90Sr, 239Pu, 129I and 237Np were evaluated from the

model. The influence of sorption of radionuclide on the fracture surface affecting the

transport was quantified from the analysis.

Some studies focussed on understanding the effect of aperture variations in fracture net-

work on the contaminant transport along them. Oron and Berkowitz (1998) investigated

the validity of applying the "local cubic law" (LCL) to flow in a fracture bounded by im-

permeable rock surfaces. Modelling studies resulted in generating three conditions for

the applicability of LCL flow, as a leading-order approximation in a local fracture seg-

ment with parallel or non-parallel walls. The complexity of local flow behaviour was

demonstrated and the results also indicated that applying global cubic law was incorrect

for every fracture (i.e., applying cosine law for non parallel-walled pathways).

Suresh Kumar and Sekhar (2005) analysed the spatial moments for transport of non-

reactive solutes in a single fracture-matrix system. The temporal behaviour of solute

velocity, macrodispersion coefficient, and dispersivity were found to follow two broad

regimes which are pre-asymptotic and asymptotic regions. The properties: effective so-

lute velocity and effective macrodispersion coefficient in the preasymptotic stage were
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functions of matrix diffusion coefficient, matrix porosity, fracture spacing, local fracture

dispersivity, and injected solute velocity in the fracture. However, in the asymptotic stage

the effective solute velocity was dependent only on matrix porosity, fracture spacing, and

injected solute velocity. This study was conducted to characterize the solute mobility and

solute spread in fractured formations.

Mahmoudzadeh et. al., (2014), developed an analytical model that described the solute

transport and retention in fractured rock. This model accounted for advection along the

fracture, molecular diffusion from the fracture to the rock matrix composed of several ge-

ological layers, adsorption on the fracture surface, adsorption in the rock matrix layers and

radioactive decay-chains. The analytical solution could be applied in a fracture network

model or a channel network model to predict radionuclide transport through channels

in heterogeneous fractured media consisting of an arbitrary number of rock units with

piecewise constant properties. The results from the model showed that different mecha-

nisms operate collaboratively to retard nuclide transport in fractured rocks. The results

showed that, when the rock matrix consisted of several layers with different properties,

an additional space for diffusion and sorption in the intact wall rock was provided for

radionuclides. This lead to a significant change in the concentration ie., there was a de-

crease the peak value and also increase peak arrival time.

Suresh Kumar (2014) presented an improved mathematical model that can predict ground-

water flow and solute transport in saturated fractured rock. The model described fluid

flow through a coupled fracture-matrix system using a dual-porosity approach. It was

suggested that mathematical model needs to account for fluid flow through a single frac-

ture, and a transient fluid exchange term at fracture-matrix interface along with matrix

flow equation. Also, to enhance the model, it was suggested to use the Langmuir and
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Freundlich sorption isotherms in the fracture and rock matrix, respectively, than the usage

of the same isotherms both in the fracture and rock matrix.

Though the analytical models predicted the flow and transport efficiently, achieving a

closed form solution for geometrically complex domain (like fracture network) becomes

computationally demanding. So numerical models have been developed to overcome

this problem. One of the earliest works of investigating the flow through fractures was

carried out by Wilson and Witherspoon (1974). They developed two numerical models

using finite element method and calculated the flow characteristics of rigid networks in

planar fracture. A two-dimensional flow model was developed to predict the water flow

through fractured rock of arbitrary orientation and aperture distribution. Further, numeri-

cal models were developed to investigate the influence of fracture geometry and transport

properties of fracture on mass transport in fractured medium (Grisak and Pickens, 1980;

Bibby,1981; Smith and Schwartz, 1984).

Rasmuson and Neretnieks (1986) investigated the process of radionuclide transport in

isolated flow channels in fissured crystalline rocks. They used finite difference method to

estimate radionuclide movement for the case of flow and dispersion in a cylindrical chan-

nel coupled to diffusion and sorption in the matrix. Diffusional transport in the matrix

was assumed to be one-dimensional instead of two-dimensional for numerical simplifi-

cation. The results showed that dispersion in individual channels as well as in networks

of channels had a strong impact on overall transport of the species. Also the sorption of

species was affected by the wetted surface of fracture. Some examples illustrated in the

paper showed the applicability of model in parallel and uniform fractured systems.

Long et. al., (1989) emphasized the need to consider the numerical modelling of frac-

tures exclusively, confirming the significance of fracture geometry on the hydrological
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behaviour of the rocks at field scale. This study investigated only the hydraulic flow be-

haviour through fracture. Further, the contaminant transport modelling through fracture

network and the influence of the fracture geometry was studied by Odling and Roden

(1997). The results showed some non-intuitive effects that were captured well with the

help of the model. It was found that fracture connectivity played a secondary role to

fracture orientation and density and; in the case of connected fracture systems break-

through curves of contaminants were smoother whereas the contaminant plume was spa-

tially highly heterogeneous.

Nordqvist et. al., (1992) developed a three-dimensional variable aperture fracture network

model for flow and transport in fractured rocks. The model generated both the network

of fractures and the variable aperture distribution of individual fractures in the network.

The spatially varying aperture field within an individual fracture plane was constructed

by geostatistical methods. The results from breakthrough curves of the variable aperture

fracture network model had more than one peak. They showed that variable apertures

govern not only the transmissivity of the fractures but also the smaller-scale dispersion

that originates from the multitude of different pathways in each and every fracture.

Schoniger et. al., (1997) carried out modelling studies to understand the flow and trans-

port process in fractured rock on a small basin scale. For conceptual modelling numerical

softwares ROCKFLOW and FEFLOW were used. For site specific investigation, a study

basin near Groβe Schacht, northern Germany was chosen and the geo-hydrological data

was acquired from the experiments. By assigning these input parameters and appropriate

boundary conditions, the velocity fields, the concentration fields, groundwater levels, dis-

charge and transit times were computed. The long-term geochemical behaviour of tritium

(3H) and oxygen (18O) isotopes and; groundwater transit time under the given conditions
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were evaluated. This study demonstrated the efficiency of the model in predicting the

flow and transport behaviour with respect to the site specific conditions.

Poteri (1997) developed fracture network model of groundwater flow in the Romu-

vaara site, Finland. Using site specific borehole data an intact rock with the fracture net-

work of volume of 16 × 16 × 16 m3 was developed. The hydraulic conductivity tensor

was estimated from the simulations. Numerous computer packages were used to create

the fracture network and model the flow through the network. They included FEFLOW

which was used to compute the hydraulic head, pressure, temperature and concentration

of a flow field under consideration. The results showed that, as the distance from the

repository to the nearest fracture zone was more than 10 m, the greatest flow rates were

significantly reduced. Also, flow distribution along homogeneous and heterogeneous frac-

tures were compared. The simulations showed that, in the case of homogeneous fractures

a single flow path was developed, but the variations in the flow rate in the fracture plane

were smooth. In the case of heterogeneous fractures, several separate channels were de-

veloped and the results showed that fluctuations in the flow rate in the fracture plane were

higher than those observed in the homogeneous case.

Cvetkovic et. al., (2004) studied the migration of sorbing tracers through crystalline rock

by combining relatively simple transport measures with particle tracking in a discrete

fracture network. The radionuclides considered for the study were 97Tc (strongly sorb-

ing) and 90Sr (weakly sorbing). The transport measures were conditioned on two random

variables namely: the water residence time (τ) and a parameter which quantifies the hy-

drodynamic control of retention (β ). The results showed that any DFN model assumption

which affects the distribution of β was likely to be significant for transport predictions.

On the other hand, the choice of the hydraulic law had a significant impact on τ but no
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impact on β . So, the need for further studies on upscaling of τ , β distributions as well

as estimating effective parameters for hydraulic control of retention was established from

this study.

Sarkar et. al., (2004) studied fluid flow in fractures using numerical simulation and ad-

dressed the challenging issue of characterizing hydraulic property in fractures. The mod-

els were developed to analyse flow in single fractures, series and parallel combination

of fractures, inclined fractures, intersecting fractures, mixed networks, in real (rough-

surface) fractures, uniform and variable aperture fracture models. The flow through the

system was assumed to follow cubic law and equivalent aperture sizes were estimated

to characterize the fractures. It was observed that for fractures connected in series, the

equivalent hydraulic aperture was a weighted harmonic mean of cubed apertures of all

fractures; for fractures connected in parallel, the equivalent flow was simply the sum of

all flows through individual fractures; for fracture inclined with respect to the axis of

pressure gradient, the amount of flow was reduced by a factor of cosine of the inclination

angle. Also, the results for a network of randomly intersecting fractures were similar to

the case where the network was replaced by a single fracture to give flow equivalence.

This study illustrated the effect of all important combinations of aperture variations en-

countered in modelling.

Dong (2011) developed a hybrid mixed finite element (MFE) method to predict the ve-

locities field for both the fractures and matrix which are crucial to the convection part of

the transport equation. The effect of fracture thickness, dispersion, distribution coefficient

on concentration plume for randomly oriented fractures was discussed. But, these studies

were mostly based on modelling single fracture or few randomly oriented fractures at a

microscopic scale.
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Parker et. al., (2012) developed discrete fracture network model for investigating contam-

inated sites with chlorinated solvents on fractured sedimentary rocks. The analysis was

carried out for eight study sites to understand the transport behaviour in fractured rock.

The average linear groundwater velocities in fractured sedimentary rock were relatively

large, however, matrix diffusion was the main transport mechanism that led to the con-

taminant plumes at the eight sites. This strong plume front retardation in the rock was

primarily due to matrix diffusion, causing contaminant transfer from groundwater flow-

ing through fractures to the low permeability rock matrix, as well as contaminant storage

in the matrix due to sorption. Also, it was observed that the transverse spreading of con-

taminants and their degradation resulted in attenuated contaminant plumes.

Robinson et. al., (2012) presented studies on radionuclide transport in large-scale un-

saturated zone below the repository at the Yucca Mountain, Nevada. It was shown that

for many radionuclides, including most strongly sorbing species, the unsaturated zone

was found to reduce the rate of movement of radionuclides substantially to the accessi-

ble environment. The influence of quantity of recharge and deep percolation of water,

flow partitioning between fractures and rock matrix, diffusion of radionuclides from wa-

ter flowing in fractures into the pores of the rock matrix, sorption of radionuclides onto

rock or mineral surfaces, and colloid filtration were studied.

Wei et. al., (2017) implemented probability distribution method to assess the uncertainty

of DFN models that simulated the high-level radioactive waste disposal reservoir site in

Beishan, China. Particle tracking modelling was employed using the random walk method

to simulate the radionuclide transport and the probability distribution method was imple-

mented with multi-realization of fracture network. The results showed that areas near the

contaminant release point were more concentrated than the farther areas. The efficiency
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of DFN model in predicting the contaminated areas was demonstrated.

In most of the performance assessment methodologies, deterministic and probabilistic

calculations are seen as complementary, and, both approaches are applied. So far, the

literature relevant to the deterministic part of performance assessment modelling have

been discussed thoroughly. In the following sections, literature on the different forms of

uncertainty and techniques employed to quantify these uncertainties are presented.

2.4 Sources of Uncertainty

Regulatory bodies like International Atomic Energy Agency (IAEA), Nuclear Regula-

tory Commission (NRC), Atomic Energy Regulatory Board (AERB) etc recognized the

significance of uncertainty in estimating the performance of radioactive waste reposito-

ries. The role of uncertainties embarks right from the inception of the repository design,

construction, operation, closure and extends upto the post-closure phases of the disposal

system. Therefore, uncertainty analysis is considered as an inherent component of the

performance assessment (for low and intermediate level radioactive wastes) in the safety

guidelines and safety codes developed by the regulatory agencies (AERB, 2006; IAEA,

2014). Uncertainty analysis has the important goal of extending understanding and quan-

tifying the effect of variabilities in the parameters and, achieve a reasonable assurance

associated with the safety of the system. This led to the incorporation of the concepts

of reliability in the performance assessment methodology. Some of the previous studies

that significantly contributed in understanding the effect of various uncertainties are men-

tioned below.

Hoffman and Miller (1983) reported the significance of different forms of uncertainties in

54



2.4. Sources of Uncertainty

the safety assessment modelling. Since, the environmental radiological assessments rely

on mathematical models, the predictions from such models are inherently uncertain. This

is due to the fact that models are approximate representations of actual systems. So they

implemented stochastic procedures to assess the effect of model and parameter uncertain-

ties on the safety indicators of the model.

Apostolakis (1990) discussed a theoretical framework for the probabilistic assessment of

risks from technological systems like nuclear power plants, chemical process facilities,

and hazardous waste repositories. Bayesian theory of probability was proposed as the

appropriate methodology in the quantification process. It involved both experimental re-

sults and statistical observations to produce quantitative measures of the risks from these

systems. Also, the information of the past and future relative frequencies, the issues as-

sociated with the elicitation and use of expert opinions were discussed.

Gallegos and Bonano (1993) emphasized the need to consider uncertainties in evaluat-

ing the performance assessment of radioactive waste disposal systems. They classified

uncertainty into three broad cases which include

1. Uncertainty in the future state of the disposal system. Due to the large spatial and

temporal scales involved in estimating the results, the impact of climatic factors

may change the properties of different components of the facility and surrounding

medium.

2. Uncertainty in models. This includes the uncertainty in conceptual models, math-

ematical models, and computer codes. Since the mathematical models are abstract

versions of the actual system, uncertainties are inevitable.

3. Uncertainty in data and parameters. The parameters exhibit uncertainties due to
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lack of sufficient information and also due the inherent randomness in the system

that cannot be reduced.

They advocated probabilistic performance assessment modelling to represent the above

uncertainties in the model predictions and provided a systematic way to arrive at a deci-

sion regarding the safety of a radioactive waste disposal facility.

Winkler (1996) discussed the importance of treating different forms of uncertainties in

performance assessment of complex systems. This led to an increased attention in dis-

tinguishing types of uncertainty in such assessments and in risk analysis more generally.

Distinguishing uncertainty by ’types of uncertainties’ was questioned at basic level. How-

ever, it was suggested that a closer look at such distinctions indicated that they were driven

by important modelling issues related to model structuring, probability assessment, infor-

mation gathering, and sensitivity analysis. So, the issues involved in distinguishing and

treating the uncertainties of complex systems were addressed in this study.

Helton (2003) developed design methodologies of performance assessment for radioac-

tive waste disposal in the form of mathematical and numerical approaches to deal with

uncertainties. The two components of uncertainty: (i) stochastic or aleatory uncertainty,

which arises because the system under study can potentially behave in many ways, and (ii)

subjective or epistemic uncertainty, which arises from a lack of knowledge about quan-

tities that were assumed to have fixed values within the computational implementation

of the performance assessment model. The incorporation of these uncertainties into per-

formance assessment was essentially a multi-dimensional integration problem which can

place significant computational burdens on the analysis. So it was suggested to adopt good

numerical procedures and appropriate computational strategies. Also, the advantages of

implementing a probabilistic performance assessment was highlighted in this study.
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El-Ghonemy and Fowler (2005) developed a methodology to perform quantitative risk

assessments in the contaminated land industry in the UK by treating the uncertainties.

The features, events and processes that need to be addressed during the development of

conceptual models were presented. The different types of uncertainties considered for

the analysis were scenario uncertainty, conceptual model uncertainty and parameter un-

certainty. This approach developed conceptual models and addressed uncertainties when

undertaking contaminated land risk assessments. To illustrate this method, it was applied

to a low-level radioactive waste disposal site at Drigg in Cumbria. The advantages of this

approach in the contaminated land industry were also emphasized.

Lee and Lee (2006) proposed a general approach of integrating the Bayesian network

concept to the nuclear risk assessment. Also, the proposed method was illustrated by con-

sidering a problem with delay time, retardation coefficient, infiltration rate and dilution

volume as random variables. Based on the consequences for risk assessment, different

evolution scenarios called the altered evolution scenarios were developed. By adopt-

ing uncertainty analysis under Bayesian framework, scenarios that caused contamination

were estimated.

From the above studies, it is evident that knowing various sources of uncertainties asso-

ciated with model is a pre-requisite to assess the performance of complex technological

systems like radioactive waste disposal facilities. So, the literature related to various

forms of uncertainties considered in performance assessment modelling are presented in

the following sections.
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2.4.1 Uncertainties in design parameters

In the process of developing an efficient performance assessment model, the input param-

eters involved in different phases of the model exhibit substantial variability. The lack

of reliable data and complexity of the natural environmental systems results in predic-

tions that are subjected to large uncertainties. For reliable decision-making, predictive

models are required to explicitly consider uncertainties associated with the input parame-

ters. So,the uncertainty in various input parameters from the literature are assembled and

presented below.

2.4.1.1 Repository failure rate

To evaluate the release rate of radionuclides from the multi-barrier system into groundwa-

ter, repository failure model is developed. It is a component of performance assessment

model which is function of failure rate of each (natural and engineered) barrier of the

multi-barrier system. Many researchers represented the failure distribution of the barriers

to be exponentially distributed (Kim et. al., 1993; Nair and Krishnamoorthy, 1999; Ca-

dini et. al., 2012) and the variability in failure rate of each barrier from the literature are

summarized in Table 2.2.

2.4.1.2 Geological and transport parameters of the medium

The geological medium and its properties play a critical role in the contaminant trans-

port behaviour. This further influences the performance of disposal system. Geological

medium consists of both soils and fractured rocks. These natural formations are inher-

ently random and the uncertainties in their properties are inevitable. So, assuming that
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the geological properties of medium are constant leads to unrealistic modelling. They are

assumed as random variables following certain distribution.

Table 2.2: Variabilities in barrier failure rate

Property Distribution
5th percentile

of λi

95th percentile

of λi

Reference

Top cover (y−1) Lognormal 1/50 1/10

Cadni et. al., 2012

Waste container (y−1) Lognormal 1/25 1/5

Waste form (y−1) Lognormal 1/4000 1/300

Backfill (y−1) Lognormal 1/55 1/12

Bottom cover (y−1) Lognormal 1/26 1/6

Unsaturated zone (y−1) Lognormal 1/85000 1/25000

Property Distribution Mean (λi) Reference

Top cover (y−1) Exponential 0.06

Sujitha and

Sivakumar Babu (2017)

Waste container (y−1) Exponential 0.12

Waste form (y−1) Exponential 0.0018

Backfill (y−1) Exponential 0.051

Bottom cover (y−1) Exponential 0.103

Smith and Schwartz (1981) performed experimental and field studies to demonstrate

the need to characterize uncertainty in the geological properties (i.e., hydraulic conductiv-

ity). Further, various studies were carried out to investigate the uncertainties in geological

properties of soil based on the type of soil (i.e., soil or sand). Typical set of coefficient of

variation (COV) in geological properties: hydraulic conductivity, porosity and groundwa-

ter velocity are summarized in Table 2.3.

Deb and Shukla (2012) reviewed the experimental and field studies addressing the

measurements and variability of hydraulic conductivity. The COV in hydraulic conduc-

tivity will have a considerable effect on transport process and with large variations in

hydraulic conductivity, the advective component of transport is affected. The transport
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parameters of soil depends on the type of soil and the type of contaminant considered

for the study. Most of the analysis carried out in the thesis is focussed on radionuclide

transport in clayey soils. Hence, the literature pertaining to transport process of radionu-

clides in clayey medium have been considered. Rakesh et. al., (2005) documented the

range of values for groundwater velocity (0.1-1.5) m/day, distribution coefficient (140-

300) ml/g and thickness of aquifer (2-8) m. Sujitha and Sivakumar Babu (2017) indi-

cated that the groundwater velocity follows Weibull distribution with scale and shape

parameters (1.21×104, 2.78). The transport parameters groundwater velocity, distribu-

tion coefficient, diffusion, dispersivity, thickness of aquifer and their variability in soil are

summarized in Table 2.4.

Table 2.3: Variability in geological properties of soil

Property Distribution COV (%) Reference

Hydraulic conductivity

- 44 -83 Gupta et. al., 1993

- 60 - 90 Duncan, 2000

Lognormal 40 - 87 Gupta et. al., 2006

Lognormal 60 - 90 Srivastava et. al., 2010

Uniform 57 Datta and Kushwaha, 2011

Lognormal 46 - 224 Deb and Shukla, 2012

Porosity

- 20 - 60 Hassan et. al., 1998

Normal 5 Guedes et. al., 2010

Truncated normal 6 Johari and Amjadi, 2017

The radionuclides react chemically with the surrounding medium and adsorbs onto

its surface. So, the distribution coefficient is unique to each radionuclide and in Table

2.4, typical range of uncertainty in distribution coefficient observed in previous studies

are presented. The transport parameters distribution coefficient, dispersivity and aquifer
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thickness were observed to follow Weibull distribution with scale and shape parameters

(843.89, 8.23), (278.52, 1.46) and (558, 3.23) respectively in Sujitha ans Sivakumar Babu

(2017).

Table 2.4: Variability in transport properties of soil

Property Distribution COV (%) Reference

Groundwater velocity
- 28 - 100 Smith and Schwartz, 1981

Lognormal 4 Nair et. al., 2006

Distribution coefficient

Uniform 30 Nair et. al., 2006

Uniform 53 Datta and Kushwaha, 2011

Lognormal 0.00024 - 0.00822 Chopra et. al., 2013

Uniform 30 Ciriello et. al., 2013

Dispersivity
Uniform 0.08 - 43 Garcia et. al., 2005

Lognormal 0.03 Nair et. al., 2006

Uniform 47 Chopra et. al., 2013

Uniform 10 Ciriello et. al., 2013

Thickness of aquifer Lognormal 0.5 Nair et. al., 2006

In the case of fracture rock, the geological and transport properties of rock mass and

fractures are presented in Table 2.5 and Table 2.6. Aladejare and Wang (2017) evaluated

the rock property variabilities based on the genesis of rock (i.e., igneous , sedimentary and

metamorphic) and their properties and also documented the COVs. In Table 2.5, the COV

values of porosity for sedimentary rocks are presented. Similarly, the COV of hydraulic

conductivity of typical fractured rock mass are presented in Table 2.5. However, in the

thesis a fractured rock mass is modelled as two interacting subsystems, intact rock matrix

and fractures. The hydraulic conductivity of intact rock is governed by the porosity of the

rock. In the case of porous rocks like limestone, sandstone, the hydraulic conductivity is

relatively higher than rocks like granite (due to less porosity). The hydraulic conductivity
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of an intact sedimentary rock matrix varies from 10−12 to 10−8 m/s (Zhao, 1998; Graf

and Therrien, 2005). Based on the variations presented in the literature, the conductivity

and porosity of intact rock matrix are assumed to follow log-normal distribution in the

thesis. To demonstrate the influence of COV of these properties on the overall transport

behaviour, COV values of 10%, 15%, 20%, 30% and 40% were considered in the thesis.

The probability distribution of geometric properties of fracture are mentioned in Table 2.1

and the COV of fracture transport properties are presented in Table 2.6.

Table 2.5: Variability in rock mass properties

Property Distribution COV (%) Reference

Conductivity
- 4 - 32 Yao et. al., 2015

- 33 - 100 Piscopo et. al., 2017

Porosity
- 1 - 181 Aladejare and Wang 2017

- 1.51-141.48 Aladejare et. al., 2018

Table 2.6: Variability in fracture properties

Property Distribution COV (%) Reference

Fracture aperture

Lognormal 18 - 130 Hakami, 1995

Lognormal 25 - 200 Zhou et. al., 1995

Lognormal 4 - 80 Zheng et. al., 2009

Power law 176 - 200 Miranda et. al., 2018

Fracture orientation
Truncated normal - Riley, 2004

Fisher 20-100 Gutierrez et. al., 2015

Fracture spacing - 28 - 90 Benaafi at. al., 2018

Fracture dispersivity

- 0 - 48 Kumar et. al., 2006

- 0 - 64 Kumar et. al., 2008

Normal 4 - 120 Zheng et. al., 2009

Fracture diffusion Lognormal 5 - 20 Sharma et. al., 2013
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2.4.2 Model uncertainty

In the field of performance assessment modelling, model uncertainty is one of the main

sources of uncertainty. In the process of translating the conceptual model (that represents

the actual system) to mathematical models, uncertainties are inevitable in the form of

approximations and possible alternative interpretations to various phenomenon within the

system. In light of the information acquired about the system, these uncertainties are

characterized. Some of the studies that addressed the model uncertainty in performance

assesment modelling are presented in this section.

Hoffman and Miller (1983) presented the implications of the various uncertainties in

environmental radiological assessment models. In the absence of extensive testing (model

validation) conducted over a range of conditions, it becomes difficult to handle model

uncertainties. The sources of model uncertainties considered for the analysis were at-

tributed to the translated effect of parameter uncertainties; to distribution of model results

and; through modal validation studies under certain conditions. The results showed that,

compared to regulatory limits the implications of model uncertainties for human health

protection was greatest at high dose rates, whereas, at low dose rates their effect became

almost negligible.

Zio and Apostolakis (1996) addressed the problem of model uncertainty both from theo-

retical and practical point of view and presented two mathematical approaches to treat the

model uncertainty and help in formulation of judgements. The first approach was called

alternate-hypotheses formulation, which amounts to constructing a suitable set of plausi-

ble hypotheses and evaluating their validity. The second approach was called adjustment-

factor formulation where it was necessary to identify a reference model and its predictions
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be directly modified through an adjustment factor that accounts for the uncertainty in the

models. These theoretical frameworks allowed additional forms of structural uncertainty

to enter the probabilistic calculations quantitatively. This greater acknowledgement of

model uncertainty led to widening of the uncertainty bands in pursuit of better calibra-

tion. To illustrate these methods a case study of model uncertainty regarding alternative

models for the description of groundwater flow and contaminant transport in unsaturated,

fractured tuff was presented.

Yim and Simson (2000) presented a review of performance assessment models in the

U.S.A for low-level radioactive waste disposal. They highlighted the need to charac-

terize, quantify and reduce uncertainties by developing sophisticated models and more

realistic parameter ranges in performance estimate. Uncertainties in performance assess-

ment include model uncertainty and parameter uncertainty. Model uncertainty refers to

the uncertainty regarding abstracting a real system and its evolution into a form that can be

mathematically modelled. It includes uncertainty about the interpretation and use of data

and assumptions about heterogeneity, system dimensionality, isotropy, and initial bound-

ary conditions. Various mathematical formulations were proposed to address model un-

certainty. These formulations were categorized as model-focused or prediction-focused

depending upon whether the attention was directed towards the plausibility of the model

hypotheses or to the accuracy of its predictions. It was suggested to address model un-

certainty using a logic tree approach and reduce model uncertainty by validation (i.e., the

process by which assurance is obtained that conceptual and mathematical models, as em-

ployed in the computer model, are an accurate representation of the process or the system

for which the models are intended). It was also mentioned that performance assessment

relies heavily on the use of computer models and model uncertainty remains a major por-
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tion of uncertainty in any performance assessment.

Linkov and Burmistrov (2003) carried out a study on addressing model uncertainty in

practical applications of risk assessment. The use of several alternative models to derive

a range of model outputs or risks is one of the few available techniques. This article ad-

dressed difference in problem formulation, model implementation, and parameter selec-

tion (i.e., modeller uncertainty) originating from subjective interpretation of the problem

at hand. The results of the study showed that even for a relatively simple ecosystem and

well-controlled deposition scenarios, the differences in model predictions may be quite

high. In this exercise, the differences among models were as high as seven orders of mag-

nitude for short-term predictions following the acute radionuclide deposition. It was also

found that the differences among models (i.e., model uncertainty) seemed to be much

higher than parameter uncertainties for a given model. Probabilistic models calibrated

using Bayesian techniques were suggested as they perform well (specially in cases when

the prior information helps in improving the predictions of the model).

2.4.3 Spatial variability

The material properties, geometry of the problem and the conditions that characterize

the problem on hand are often described under probabilistic framework as single random

variables. In such cases, it is assumed that the value remains constant over the entire

domain (i.e., a homogeneous medium). However, such assumption cannot simulate a re-

alistic model. So, to model the radionuclide transport through a geological medium be it

soil or rock, an important aspect of uncertainty to be considered is the heterogeneity in the

geological properties. Further, in the case of contaminant transport modelling through ge-

ological medium, the anisotropy and heterogeneity in geological properties and transport
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parameters need to be modelled as random field to illustrate their efficacy in obtaining

meaningful estimates of contaminant for long spatial and temporal scales. This section

addresses some of the factors that contribute to the spatial variability in geosphere which

affects the contaminant (radionuclide) transport and also, performance assessment as re-

ported in literature.

Smith and Schwartz (1981) presented one of the earliest works on the influence of spatial

variability of hydraulic conductivity on the mass transport patterns through the aquifer

systems. A stochastic analysis of mass transport was carried out to investigate various

relationships between the number of hydraulic conductivity measurements available to

characterize that heterogeneity and the resulting uncertainty in transport prediction. From

the analysis, a complex dependence was observed between the uncertainty in the velocity

field and the hydraulic conductivity measurements. The predictions of contaminant move-

ment were sensitive to the arrangement of the heterogeneities inferred from the dataset.

So, the results suggested that for a given set of data points, the unknown patterns of spa-

tial variation in hydraulic conductivity were more important source of uncertainty than

errors in estimating the mean statistical parameters of hydraulic conductivity distribution.

Ghanem and Dham (1998) developed a two-dimensional multiphase model that simu-

lates the movement of non-aqueous phase liquid compounds (NAPL) in heterogeneous

aquifers. Heterogeneity in intrinsic permeability of the porous medium was modelled as

a stochastic process. The implementation of various expansions into the multiphase flow

equations resulted in the formulation of discretized stochastic differential equations that

was solved for the deterministic coefficients appearing in the expansions representing the

unknowns. This method allowed the computation of the probability distribution functions

of the unknowns for any point in the spatial domain of the problem at any time instant.
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Krupka et. al., (1999) documented the variation of partition coefficient values and its in-

fluence on contaminant transport (Environmental Protection Agency report). It described

the conceptualization, measurement, and use of the partition (or distribution) coefficient

(Kd), the geochemical aqueous solution and sorbent properties that are most important

in controlling adsorption/retardation behavior of selected contaminants. It also discussed

the influence of coupled hydraulic and chemical heterogeneity (i.e., spatial variability in

hydraulic conductivity and sorption). Since spatial variability provides additional com-

plexity to understanding and modelling contaminant retention to subsurface soils, a single

Kd value was considered insufficient for an entire study site. The study also illustrated the

effect of spatially varying Kd by analytical and numerical models.

Simmons et. al., (2001) presented some approaches to model the variable density ground-

water flow and solute transport through heterogeneous geological media. The hetero-

geneity was modelled in various forms which included: sinusoidal, stochastic permeabil-

ity distributions and discretely fractured geological media. The results suggested that

growth and decay of convective instabilities were related to the structure and variability

of permeability field. The responses for cases (1) long and vertical high permeability re-

gions with intermediate low permeability regions (2) stochastic distributions (3) realistic

non-uniform distributions exhibited varying results. While some controlling factors were

apparent, an overall generalization on the impact of heterogeneity could not be made be-

cause each case exhibited different styles growth and decay.

Vrankar et. al., (2004) presented a relatively new approach to model radionuclide migra-

tion through the geosphere using radial basis function method. They also determined the

average and sample variance of radionuclide concentration with regard to spatial variabil-

ity of hydraulic conductivity modelled by a geostatistical approach. A conceptual model
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was developed to describe the radionuclide migration where the fluid velocities were esti-

mated in the first step and the advection-dispersion equation was solved for concentration

of contaminant in the second step. The results showed that, different types of conduc-

tivity, variogram input parameters and different types of kriging were necessary to find

an appropriate shape parameter which can give us results comparable to the test method.

This study also explored the residual errors and their influence on optimal shape parame-

ters.

Huysmans and Dassargues (2006) performed stochastic analysis to understand the in-

fluence of the spatial variability of diffusion parameters on radionuclide transport. So,

effective diffusion coefficient and the diffusion accessible porosity with geo-statistical

techniques were simulated and their heterogeneity was also incorporated in the low per-

meability transport model. It was observed that the diffusion coefficient showed a strong

correlation with all secondary variables (porosity, grain size, conductivity etc.). The out-

put fluxes of this model were compared with a homogeneous model and with a model

with a heterogeneous hydraulic conductivity distribution. From the results it was found

that, although hydraulic conductivity had a much larger relative spatial variability than the

diffusion coefficient and the diffusion accessible porosity, the heterogeneity of the diffu-

sion parameters had a much larger effect on the output fluxes than the heterogeneity of

hydraulic conductivity. The reason for such behaviour was because the transport process

was controlled by diffusion in low permeability media. So, the solute concentrations and

fluxes were much more sensitive to changes in diffusion parameters than to changes in

hydraulic conductivity.

Srivatsava et. al., (2010) and Cho (2012) highlighted the influence of spatial variabil-

ity of permeability property on steady state seepage flow and slope stability analysis,.
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These studies modelled permeability as a random field following log-normal distribution.

The results from seepage studies in spatially variable soil showed that at very high auto-

correlation length seepage discharge becomes independent of variance in permeability

and tends to attain a value close to the theoretical discharge for uniform soil. Also, the

results showed that the probabilistic framework can be used to efficiently consider the

various flow patterns caused by the spatial variability of hydraulic conductivity in seep-

age assessment of geological structures.

Ciriello et. al., (2013) developed a model for radionuclide migration in a randomly het-

erogeneous aquifer. In this study, the aquifer hydraulic conductivity was modelled as

a stationary stochastic process in space. The influence of uncertain parameters: in the

first two (ensemble) moments of the peak concentration, as a consequence of incomplete

knowledge of the parameters characterizing the variogram of hydraulic conductivity, the

partition coefficient associated with the migrating radionuclide, and dispersivity parame-

ters at the scale of interest were investigated. Global sensitivity analysis was carried out

using polynomial chaos expansion to estimate the critical parameters affecting the trans-

port. Although, the partition coefficient exhibited highest sensitivity, the log-conductivity

correlation scale was the most influential factor affecting the uncertainty of the standard

deviation of the peak concentration.

2.5 Reliability analysis of performance assessment mod-

els

The need to incorporate the concept of reliability analysis in the design of radioactive

waste disposal has been recognised in the recent years and there have been efforts put
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forth in this area to quantify and reduce the uncertainties in the system. So, studies on reli-

ability analysis, development of probabilistic design procedures, by implementing various

techniques for ensuring the safety and achieving the design objective of the system were

carried out. In the context of disposal system performance, reliability is defined as the

probability that system sustains the surrounding geological and environmental conditions

(i.e., radiation dose or risk at the end-point of assessment fall within the permissible lim-

its) within the design life of the system. This indicates that the performance of the system

is dependent on the design life of each barrier in the disposal system, geological, trans-

port properties of the geosphere which makes the process augmented and unpredictable.

So, by employing reliability analysis, a rational framework for addressing uncertainties

and evaluating the predicted performance of an engineering structure can be developed.

A review of the literature on reliability analysis in performance assessment modelling

has been divided into three categories namely probabilistic analysis of performance as-

sessment models, sensitivity analysis studies in performance assessment modelling, and

studies on the influence of spatial variability in performance assessment.

2.5.1 Probabilistic analysis for performance assessment models

There has been an increased awareness on the existence of uncertainties in the input pa-

rameters of performance assessment models which necessitated implementing probabilis-

tic approach to the design procedures of these models. The disposal system should be

designed for a specific level of reliability instead of a deterministic value for long-term

safety of the system. This approach helps practitioners in decision making on the extent of

safety achieved. Apostolakis (1990) discussed a rational probabilistic framework for the

assessment of the risks from technological systems (like waste repositories). The basis for
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this framework was that the performance (or safety) assessment of nuclear waste repos-

itories required the inspection of the occurrence and consequences of rare events where

the rare events indicated the release and transport of radionuclides into biosphere due to

the failure of the repository. It was suggested to incorporate the concept of Bayesian the-

ory within which expert opinions, experimental results and statistical observations were

combined to produce quantitative measures of the risks from these system.

Deering and Kozak (1990) summarized the NRC’s (Nuclear Regulatory Commission)

approach for conducting evaluations for low-level radioactive waste facilities. They sug-

gested the use bounding analysis to deal with different forms of uncertainties in perfor-

mance assessment where the scenarios, models, and parameters are conservative to enable

a more simplistic assessment.

Song and Lee (1992) evaluated the system performance of radioactive waste repository

using First Order Reliability Method (FORM). The stochastic analysis was performed by

treating the parameter uncertainties of the predictive model as random variables. Since

the uncertainties in radionuclide transport parameters and random nature of container

failures impact the estimation of release rates at the waste package system boundary, the

failure probability of a single container, diffusional release from the failed container, re-

leases from multiple container failures over time and geosphere transport to the accessible

environment were modelled. For instance, the failure of barriers led to release of radionu-

clides into geosphere and their concentration values exceeded acceptable limits. So, Ca

(i.e., permissible concentration) exceeds Ci (estimated concentration from the model) and

the reliability (R) was defined mathematically as the probability that Ca will exceed Ci

which is given as

R = P(Ci <Ca) (2.4)
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So, the performance function (or the safety margin) was given by g =Ca−Ci. The prob-

ability of failure which implies the samples with g < 0 was determined in terms of the

reliability index, β as given below.

Pf = Φ(−β ) (2.5)

where Φ(.) is probability distribution function of standard normal random variable and β

= µg
σg

. In this formula, µg and σg are mean and standard deviation of g respectively. This

analysis was carried out for radionuclides14C and 79Se. For reliability analysis, concen-

tration of radionuclides, ground water velocity, porosity and dispersivity were assumed to

follow normal distribution and retardation coefficient was assumed to be uniformly dis-

tributed. The results showed that for permissible concentration values 0.1 Ci/MTU and

0.01 Ci/MTU, the probability of failure estimated were 1 and 2.8× 10−4 respectively.

These values quantified the effect of individual and public health effects in probabilistic

terms.

Gallegos and Bonano (1993) addressed the need to incorporate uncertainty analysis in

performance assessment modelling. The source and treatment of various uncertainties

were discussed and a flowchart for performance assessment model under probabilistic

framework is given in Figure 2.8. In the figure, the various sources of uncertainties are

identified and once the important uncertainties are characterised, their effect is allowed

to propagate and quantified in a systematic fashion. In order for the uncertainty in the

performance measures to be directly correlated to uncertainty in the input to the assess-

ment, they are propagated by implementing appropriate probabilistic techniques. They

suggested Bayesian modelling approach to quantify the uncertainties and Monte Carlo
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simulation method to be efficient in uncertainty propagation. This methodology was tai-

lored to the assessment of compliance with risk-based regulatory criteria. They advocated

that the assesment needs to be probabilistic and, the regulatory criteria governing the dis-

posal should be probabilistic to remove, or at least, minimize the ambiguity associated

with a deterministic measure for risk-based methods.

Crowe et. al., (2002) presented probabilistic performance assessment model for optimiza-

tion of maintenance studies in low-level radioactive waste disposal sites at the Nevada test

site. Under the maintenance program by US Department of Energy (DOE), the probabilis-

tic performance assessment modelling was carried out. The test site, Area 5 Radioactive

Waste Management Site (RWMS) was located in north central Frenchman Flat in the

southeast part of the NTS approximately 100 km north-west of Las Vegas. A comparative

study on the results from conservative deterministic estimations of radiological releases

from the facility and performance objectives of DOE was performed. Also, the differ-

ence between deterministic and probabilistic performance assessment and the impact of

conservatism on long-term management of a low-level waste disposal facility were exam-

ined. GoldSim probabilistic simulation software was selected for use in the performance

assessment maintenance program. Based on the results from both the analyses, mainte-

nance strategy for area 5 and area 3 facilities were proposed.

Durga Rao et. al., (2009) developed probabilistic safety assessment (PSA) for nuclear

power plants based on a probability bounds (PB) approach. This approach was effec-

tive in addressing uncertainty over the distribution of the component characteristics. PB

analysis combines probability theory and interval arithmetic to produce probability boxes

(p-boxes), structures that allow the comprehensive propagation of both aleatory uncer-

tainty and epistemic uncertainty through calculations in a rigorous way.
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Figure 2.8: Generic probabilistic performance assessment modelling framework (Galle-
gos and Bonano (1993)

Using this approach, p-box for component characteristics was defined and it was found

to be effective in separating uncertainty and variability in the parameters. Also, it was

efficient when parameter values for input distributions, precise probability distributions
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(shape), and dependencies between input parameters were not specified. The model char-

acteristics were quantified from this study. A practical case study (power supply system

of nuclear power plant) was also carried out with the developed code, based on the PB

approach and compared with the two-phase Monte Carlo simulation results.

Nair et. al., (2006) developed a generic method to evaluate the reasonable upper-bound

dose from near-surface radioactive waste disposal facilities through drinking water path-

way. The results from deterministic analysis were discussed in section 2.3.2.1. They also

discussed the influence of uncertainty as it becomes critical for the full characterization

of risk to evaluate the implications and limitations of the risk assessment. However, to

evaluate point estimates for regulatory requirements rather than a range of estimates, the

uncertainties were handled by providing a prudently conservative upper bound of safety in

terms of a safety factor. This safety factor was estimated by the uncertainty analysis of the

safety assessment model using Stochastic Response Surface Method (SRSM). The distri-

bution coefficient, fractional release rate, groundwater velocity, longitudinal dispersivity,

and thickness of the aquifer were considered as uncertain parameters. The probability

distribution of peak effective dose rates at 0.5 km, with 5% and 95% confidence limits

were estimated as 1.61×10−4 and 6.91×10−3 mSv/yr per GW(electric).yr, respectively

and the 90% confidence interval of the distribution was between these limits. Thus, the

uncertainty analysis quantified the response (i.e., radiation dose) of the system.

Helton et. al., (2011) illustrated the quantification of margins and uncertainties in the

analysis of complex systems. Three sites were considered for the probabilistic risk as-

sessment which included (i) Surry Nuclear Power Station, (ii) Waste Isolation Pilot Plant

(iii) high-level radioactive waste repository at Yucca Mountain, Nevada. The US NRC

(Nuclear Regulatory Commission) considered two safety goals for individual fatality risk
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and three quantitative risk goals for accident frequency. Once the probability space was

defined, it was necessary to sample from this space in order to propagate epistemic uncer-

tainty and thus obtain the ’margins and uncertainty’. Also, the complementary cumulative

probability was estimated in each case. All the three sites used Latin hypercube sampling

to generate the needed sample as this technique supported both uncertainty analysis and

sensitivity analysis (as recommended in the NAS / NRC report).

Datta and Kushwaha (2011) quantified the uncertainties associated with the input param-

eters of a groundwater contaminant transport model by employing stochastic response

surface method (SRSM). As the geosphere transport is a component of performance as-

sessment of radioactive waste disposal facilities, this study helps in knowing the role

of various hydro geologic parameters in the uncertainty assessment of the contaminant

concentration. Hydraulic conductivity and distribution coefficient were assumed to be

uncertain and their uncertainties were propagated using SRSM. The results showed that

the cumulative probability of the concentration (of trichloroethylene) being zero was an

indicator of the failure probability and the cumulative response surface of the solute con-

centration also provided the knowledge on the reliability of the model adopted for study.

Cadini et. al., (2012) estimated the performance of radioactive waste repository using

subset simulation technique. The logic of the protective barriers of the repository was

represented by a reliability model. So, the mean time to failure of each barrier was as-

sumed to be log-normally distributed. The failure event was defined as the case when,

the dose at a reference location x downstream from the disposal site is larger than the

threshold of acceptability d∗ which was given by F = d(x, t)− d∗. The repository con-

tainment failure probability was estimated by Pf =
nF
nT

where nF - samples belonging to

failure event and nT - total number of samples. The Pf value was estimated by imple-
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menting subset simulation. It allowed improving the efficiency of the random sampling

for estimating the repository containment failure probability.

Chopra et. al., (2013) used response surface method (RSM) coupled with first order re-

liability method (FORM) and estimated the probability that the dose rate value through

drinking water pathway at a location around the tailings pond exceeds the WHO guide-

lines for drinking water. The radionuclide transport was modelled for Turamdih study

(in Jharkand state, India) area using FEFLOW software (with all the initial and boundary

conditions) and flow pattern of contaminant was estimated. The five parameters including

longitudinal and transverse dispersivities, and distribution coefficients of uranium, tho-

rium and radium were considered uncertain and propagated through the model. Using

RSM, the equation for radiation dose as a function of the five uncertain parameters were

obtained. Finally, using FORM, the Pf values were estimated and the results showed that

it decreased as the distance from the tailings pond increased. The importance of quanti-

fying uncertainties (in input parameters) in case of actual field problems was highlighted

in this study.

Cadini et. al., (2015) developed meta-modelling based importance sampling algorithm

for estimating the performance of radioactive waste repositories. The design life of each

barrier of the repository was considered as random variable following lognormal distribu-

tion. In these systems, the estimation of probability of failure (Pf ) is quite challenging due

to their very low values and applying classical methods like Monte Carlo Simulation to

evaluate Pf becomes impractical. So, an algorithm that makes use of an estimated optimal

importance density and a surrogate, kriging-based meta-model approximating the system

response was developed. Further, using the accurate analytic analysis of the algorithm, a

modification was proposed which allowed further reduction in the computational efforts
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by a more effective training of the meta-model.

Sujitha and Sivakumar Babu (2017) developed a reliability-based design procedure that

accounts for the uncertainties associated with the barrier system. This methodology eval-

uated both component and system reliabilities. In the case of component reliability, it was

found that amongst the barriers of disposal facility (top cover, waste container, waste form

and bottom cover), the top cover contributed more to the failure of the barrier system. The

study also advocated optimisation techniques to evaluate the probability of failure. The

probability of simultaneous occurrence of all the failures was estimated as 0.022, which

was very close to the probabilities of the individual components. This study highlighted

the importance of system reliability in radioactive waste disposal systems.

2.5.2 Sensitivity analysis studies for performance assessment models

As per the safety guidelines formulated by the regulatory bodies (AERB, 2006; IAEA,

2014), sensitivity analysis is one of the important components of probabilistic safety as-

sessment model for radioactive waste disposal systems. So, a number of studies have

conducted sensitivity analysis for these models to investigate the influence of variability

in key input parameters. Sensitivity analyses are recommended to identify factors that

are significant to safety and to group them according to their significance in the system

response. From the design point of view, this knowledge would allow the designer in

directing attention more towards the determination of those variables that have maximum

effect on the results.

Hoffman and Miller (1983) reported a theoretical structure to develop performance

assessment models. They stressed on the need to carry out uncertainty and sensitivity

analyses to understand the long-term behaviour of environmental radiological assessment
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models and their implications. They suggested that various approaches must be consid-

ered for addressing model uncertainties. These approaches included the use of screening

procedures to identify potentially important radionuclides and exposure pathways, sen-

sitivity analyses to identify important groups of model parameters, stochastic analysis

to determine the effect of parameter uncertainty on model predictions, and comparisons

among the predictions of different models. They also emphasized the need to investigate

each of these approaches and discussed different procedures of performing sensitivity

analysis.

Helton (1993) presented a review of uncertainty and sensitivity analyses techniques for

use in performance assessments for radioactive waste disposal. The methodologies dis-

cussed for these analyses included differential analysis, Monte Carlo analysis, response

surface methodology, and Fourier amplitude sensitivity test. The algorithm for imple-

menting each of these techniques for both uncertainty and sensitivity analyses were pre-

sented and the advantages and limitations of each techniques were discussed. Also, an

illustrative study was carried out using Monte Carlo analysis performed as part of a pre-

liminary performance assessment for the Waste Isolation Pilot Plant (USA).

Kim et al., (1993) developed a composite risk assessment model for the shallow-land

burial of low-level radioactive waste. Sensitivity analysis was carried out as an integral

part of probabilistic risk assessment to determine the parameters that were most signifi-

cant in contributing to the overall uncertainty. The amount of variation in the model output

due to an arbitrary variation in the model input parameters was quantitatively estimated

with the sensitivity analysis. The results indicated that the uncertainty associated with the

public risk was strongly sensitive to the volume flow rate, irrigation rate of surface water

and the retardation coefficient of geological structure.
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Toran et. al., (1995) performed sensitivity analysis using a numerical model for fractured

porous media to find out how porous media and fracture parameters affect solute trans-

port. A two-dimensional, saturated fracture flow and transport code FRACTRAN was

used to conduct the simulations. Seven parameters were considered for the analysis and

they were matrix hydraulic conductivity, matrix porosity, retardation of the matrix, gradi-

ent of the flow field, fracture retardation, fracture aperture, and fracture probability (which

incorporates fracture spacing and fracture length). A Latin-hypercube design was used to

select a matrix of parameter values that minimized correlations among the design param-

eters.The greatest influence was exhibited by matrix parameters, in particular hydraulic

conductivity and porosity. Also, fracture probability was nearly equivalent in importance.

The results indicated that field characterization in fractured porous media should empha-

size on fracture location, which strongly influences directions of contaminant transport,

and also matrix properties, which have a major influence on contaminant residence times

and breakthrough concentration.

Nair and Krishnamoorthy (1999) developed probabilistic safety assessment model for

near surface disposal facilities. The uncertain input parameters considered were distri-

bution coefficient of radionuclides, seepage velocity in the unsaturated zone between the

facility and the water table, dispersivity in ground water and thickness of the unsaturated

zone. Sensitivity analysis was carried out to identify the critical parameters, which have

maximum effect on the concentration of 129I in groundwater located 1.6 km from the

facility. The sensitivity index for the change of a candidate parameter was defined as

SI =
1− Cmax

Cpar

Pi
(2.6)
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where Cmax represented the maximum concentration for the reference level and Cpar is the

maximum concentration computed using the candidate parameter P whose impact needs

to be evaluated. The index Pi was defined as [1− (P/Pr)] for a decrease of the candidate

parameter in relation to the reference parameter Pr and as [1− (Pr/P)] for an increase of

the candidate parameter. From the sensitivity analysis it was found that distribution co-

efficient was the most sensitive parameter followed by seepage velocity, dispersivity and

thickness of unsaturated zone.

Volkova et. al., (2008) described the methods of uncertainty propagation and global sensi-

tivity analysis that were applied to a numerical model of radionuclide migration in a sandy

aquifer in the area of the RRC "Kurchatov Institute radwaste disposal site" in Moscow,

Russia. The global sensitivity analysis algorithm involved uncertainty propagation, cor-

relation analysis of obtained data and non-linear sensitivity analysis. In the final step, the

Sobol sensitivity indices based on complete variance decomposition were estimated. The

input parameters considered for sensitivity analysis were hydraulic conductivity, longitu-

dinal dispersivity, transverse dispersivity, volumetric distribution coefficient and infiltra-

tion for different model layers. Sensitivity analysis was conducted for the radionuclide

90Sr and the results showed that concentration values predicted by the model for the end

of the year 2010 were mostly influenced by uncertainty in the values of distribution coef-

ficient of the first and second model layers and infiltration intensity in the zones of pipe

leakage on the site. On the other hand, longitudinal and transverse dispersivities as well

as model porosity values had practically no influence as compared to the other inputs.

From this study, the knowledge of the most influential parameters were acquired which

lead to reduction in prediction uncertainty of the model.

Cadini et. al., (2012) carried out reliability analysis for a radioactive waste repository
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as a part of performance assessment. The analysis was carried out using subset simula-

tion method. The set-partitioning scheme of the subset simulation method was exploited

for sensitivity analysis of the importance of the uncertain model parameters based on the

conditional sample distributions at different failure probability levels. For the analysis six

input random variables were considered which included failure rate of top cover, waste

container, waste form, backfill, bottom cover and unsaturated zone. From the sensitivity

analysis it was observed that the performance of barrier system was strongly sensitive to

the parameter, near field (natural barrier) failure rate and waste form failure rate.

Ciriello et. al., (2013) proposed an approach for performing global sensitivity analysis

(GSA) of a high-complexity theoretical and numerical model descriptive of the potential

release of radionuclides from a near surface radioactive waste repository and their sub-

sequent migration in the groundwater system. The uncertainty was considered due to in-

complete knowledge of the variogram and transport parameters (i.e., the auto-correlation

length of the variogram of log-conductivity, the partition coefficient associated with the

migrating radionuclide and the dispersivity at the scale of interest) and from the random

nature of the hydraulic conductivity field. GSA was performed through the polynomial

chaos expansion technique (PCE) technique. Sobol indices for radionuclide 239Pu re-

vealed that the (ensemble) mean of the peak concentration was strongly influenced by the

uncertainty in the partition coefficient and the longitudinal dispersivity, and the effects

of these parameters shadowed the impact of the spatial coherence of the log-conductivity

field at the scale analysed.

Shahkarami et. al., (2015) developed an analytical model to describe radionuclide chain

transport in fractured rocks. The model considered processes of diffusion into stagnant

water zones, radioactive ingrowth and hydrodynamic dispersion during transport of an
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arbitrary-length decay chain through a single fracture. The model also takes advection,

matrix diffusion and sorption into account and the analysis was carried out for radionu-

clides 239Pu and 243Am. By applying variance-based global sensitivity analyses, sensi-

tivity of the results to parameter uncertainties was observed. The sequence of uncertain

parameters according to their priorities from GSA were N (ratio between the diffusion

rate into the stagnant water zone and the mass flow rate through the channel), MPGs (ma-

terial property group of the rock matrix adjacent to the stagnant water zone), Fs (ratio

of the stagnant-water-wetted surface to the diffusion conductance of the stagnant water

zone), F f (ratio of the flow-wetted surface of the flowing channel to the volumetric water

flow rate) and MPG f (material property group of the rock matrix adjacent tothe stagnant

water zone), however, all of the variables continuously influenced the model output. Also,

it was found that for time periods greater than a few thousand years, the uncertainty of

the model output is more sensitive to the values of the individual parameters than to the

interaction between them.

2.5.3 Influence of spatial variability in performance assessment mod-

elling

The geological formations are natural and inherently random, which reflects on the geo-

logical and transport properties of the medium. Fenton (1997) mentioned that uncertainty

is a fact of life in geotechnical and geo-environmental engineering practice. This led to a

rise in implementing the randomness in diverse disciplines to model heterogeneous pat-

terns of variation and correlation using random fields. Random fields have been applied

to many real-world problems for assessing the reliability of structural components with

geometrical or material variability. In the field of performance assessment modelling, the
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influence of heterogeneity in geological medium on the radiation dose and risk needs to

be examined. A few studies that have highlighted the need for spatial variability in the

design and analysis of radionuclide migration from the repository to geosphere are dis-

cussed here.

Bonano and Cranwell (1988) discussed various regulations involved in disposal of high-

level radioactive wastes in deep geological repositories. The long regulatory period in-

volved and the complex nature of the events and processes of interest, mandates the in-

clusion of uncertainties in the prediction of the performance of the disposal system. They

mentioned that the uncertainty associated with values of parameters include measurement

error, paucity of data, misinterpretation of data, spatial variation of parameters, and as-

sumptions regarding behaviour of the system. The strategies of treating and quantifying

these uncertainties were discussed.

Gutjahr and Bras (1993) reviewed the influence of spatial variability on subsurface flow

and transport. Stochastic models of spatial variation in saturated and unsaturated flow

and transport problems were examined. Both modelling and data interpretive geostatisti-

cal approaches were reviewed and an integrated discussion combining the two approaches

were given. The methodologies included continuous stochastic models, kriging method,

model based geostatistical studies and spectral methods. The probabilistic content was of

special interest for reliability and risk calculations for waste management and groundwa-

ter pollution studies.

Wörman et. al., (2003), investigated the radionuclide transport by groundwater motion in

fractured bedrock for performance assessment purposes. A three-dimensional flow model

and a one-dimensional mass transfer model was developed and integrated for risk assess-

ments and performance assessments. Using this model, they demonstrated the combined
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effect of uncertainty due to spatial variability of water flow and solute mass transfer. The

analyses (of geological data from ÄspöHard Rock Laboratory, Sweden) indicated that

the the influence of spatial variability in regional / global variation of fracture probably

dominates over the local variation due to the longer auto-correlation lengths. Also, the

heterogeneity of the rock properties (physical and geochemical) in single fractures con-

tributed in increasing significantly both the variance and the skewness of the residence

time probability density function for a pulse travelling in a fracture.

Huysmans and Dassargues (2006) presented a stochastic analysis by incorporating spatial

variability of the effective diffusion coefficient and the diffusion accessible porosity (i.e.,

the proportion of the total volume of a porous material that is available for diffusion) with

geostatistical techniques and incorporated their heterogeneity in the transport model of

a low permeability formation. Boom clay (Belgium), a candidate host rock for the deep

geological disposal of high-level radioactive waste was considered for the study. The cal-

culated output radionuclide fluxes of this model were compared with the fluxes calculated

with a homogeneous model and a model with a heterogeneous hydraulic conductivity dis-

tribution. The results from the analysis showed that, the heterogeneity of the diffusion

parameters has a much larger effect on the calculated output radionuclide fluxes than the

heterogeneity of hydraulic conductivity in the low permeability medium under study.

2.6 Concluding remarks

In this chapter, some of the important studies reported in the literature related to perfor-

mance assessment models of radioactive waste disposal systems and also the probabilistic

considerations that have gained importance in the recent past have been documented. The
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design procedures formalized by the regulatory bodies nationally and internationally were

also presented to get an overview of various aspects involved in the process of develop-

ing performance assessment models. One of the important components of performance

assessment is the geosphere transport (i.e., the type of geological medium) which plays

a critical role in the radionuclide migration. So, the studies that were carried out exclu-

sively on radionuclide transport behaviour in soil and also in fractured rocks have been

summarized. The complexities involved in the flow and contaminant transport through

soil and fractured rock with respect to the dimensionality of problem, the geological and

transport properties of the medium are identified from the literature. The literature on un-

certainty and sensitivity analyses which form an integral part of performance assessment

are also presented. The research in the area of performance assessment models have some

significant findings, however, they lack in integrating various uncertainties that influence

the transport both locally and globally in different geological media and also quantify

the effect of these uncertainties by performing reliability analysis using efficient proba-

bilistic techniques. The other aspects that require due consideration in the probabilistic

performance assessment of radioactive waste disposal systems are summarized through

the scope of the study.

2.6.1 Scope of the study

From the review of literature, it is clear that significant research has been directed towards

understanding the process of radionuclide transport using performance assessment mod-

els. However, the conceptual models developed for performance assessment of radioac-

tive waste disposal systems in different geological media needs to be improved further

to model a more realistic geological medium, quantify the local and global uncertainties
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using reliability analysis. A review of the uncertainty and sensitivity studies that have

been carried out to treat the uncertainties also highlights the need to employ computa-

tionally efficient probabilistic techniques for uncertainty propagation and quantification.

The scope of the present study is sorted through the following objectives and the perfor-

mance assessment modelling strategies followed to achieve these objectives are presented

in Figure 2.9. The objectives are stated as:

1. To develop comprehensive predictive models (analytical and numerical models)

that assess the performance of radioactive waste disposal system by integrating

the source term, repository failure, geosphere transport and radiological models

and quantitatively assess the risk experienced at the end-point (near human habi-

tat). Also, estimate the critical radionuclides causing maximum radiological impact

(section 4.3 of chapter 4 and section 5.3 in chapter 5).

2. To address the computational issues involved in employing reliability techniques

using analytical and numerical modelling approaches for performance assessment

by constructing of meta (surrogate) models, for efficient uncertainty propagation.

(section 4.5 in chapter 4 and section 5.3.1.5 in chapter 5)

3. To develop systematic and detailed approach for reliability analysis by taking into

account of the uncertainties in input parameters (epistemic uncertainty) and esti-

mate the probability of failure of the system (section 4.5.2 in chapter 4 and section

5.3.1.3.2 in chapter 5).

4. To identify the critical parameters that affect the radioactive waste repository per-

formance (due to release of activity from disposal system) when the uncertain input

parameters that influence the critical responses are propagated through the system,
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through global sensitivity techniques (section 4.5.3 chapter 4 and 5.3.1.3.3 in chap-

ter 5).

5. To develop a probabilistic performance assessment framework and analyse the ef-

fect of spatial variability in the hydraulic conductivity of soil medium (aleatory

uncertainty) on the radiation doses at the end-point, and justify the need for in-

corporating spatial variability in the reliability analysis of performance assessment

models (section 5.4 in chapter 5).

6. To propose new hybrid model that captures the features of fracture geometry, vari-

ation in aperture sizes along the fracture and their influence on contaminant migra-

tion including the radionuclide transport and systematically investigate their effect

(section 6.5 and section 6.6 in chapter 6).

7. To develop an efficient probabilistic performance assessment framework by inte-

grating geosphere transport model (hybrid model) for fractured rock into the per-

formance assessment model. Also, to investigate the influence of stochastic nature

of fracture generation algorithm, uncertainties in the geological and transport prop-

erties of fractures and intact rock; and estimate the most influential parameters in

the model through uncertainty propagation and quantification techniques; and sen-

sitivity analysis (section 6.6.5 and section 6.7.5.1 chapter 6).
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Chapter 3

Methods of analysis

3.1 Introduction

The long-term safety of radioactive waste disposal systems are ensured by developing

efficient performance assessment models (Campbell and Cranwell, 1988). The funda-

mental part of a performance assessment lies in the application of mathematical models.

These models are used to estimate the dose-equivalents and health risks to humans result-

ing from release of radioactivity in biosphere by means of external and internal exposure

pathways. So, a detailed overview of various mathematical models (analytical and nu-

merical) involved in the performance assessment of radioactive waste disposal facility are

discussed in detail in the first part of the chapter. The critical component of the perfor-

mance assessment is the transport of radionuclide in geosphere. To study this behaviour in

complex geological environment like fractured rocks, initially, models for fracture pattern

generation are presented and later, various modelling approaches that predict the transport

behaviour through fractured media are discussed. Since all the models at their very best

are only inexact representations of real systems, emphasis is being placed on increasing

the realism of model predictions, by incorporating different forms of uncertainties in the

system. Moreover, deterministic models lack in accommodating the spatial and temporal
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variations in geological properties of the medium, uncertainties in the model parame-

ters etc that can lead to inaccurate prediction of results. So, in the later part of chapter,

sources and characterization of different uncertainties for risk and reliability assessment

of radioactive waste disposal facilities are discussed. Random field modelling has been

adopted to capture the uncertainty due to spatial variability of soil and the underlying

concepts of these methods are presented. Also, the reliability techniques that can handle

these uncertainties and quantify their effect are presented. These techniques include the

analytical and the numerical simulation methods that have been developed for reliability

analysis. The computational effort involved in single numerical simulation of perfor-

mance assessment models is very high, hence, variance reduction and meta-modelling

techniques have been implemented to address this issue. Finally, different methods of

sensitivity analysis are presented to specify the relative effect of changes in the values of

model parameters on the predicted quantity.

3.2 Performance assessment model for radioactive waste

disposal

In general, the low and intermediate level radioactive wastes (LILW) from various sources

of nuclear industry are disposed in near surface disposal facilities (NSDFs) (IAEA 1999,

AERB 2006). It is of utmost importance to create a protected environment by ensur-

ing long-term containment of these systems from any unforeseen incident. To achieve

this safety objective, guidelines are developed right from site characterization, design de-

velopment, construction, operation to closure and post-closure of the facility. Based on

the timeline involved in these stages, they are broadly divided into three phases namely
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pre-operational, operational and post-closure period as shown in Figure 3.1.

Figure 3.1: Timeline to illustrate development, operation and closure of NSDF (IAEA,
2014)

In the Figure 3.1, the activities involved in different phases (i.e., development, opera-

tion and closure) of NSDF are presented and also, the points where regulatory decisions

are taken are mentioned. The first two phases handle the safety in site characterization,

design, construction, operation and closure of disposal facility so that protection after

closure is optimized. The time frame for the safety assessment during post-closure phase

becomes very large ranging in few thousands of years when compared to time frame for

safety assessment in first two phases together (operational time of facility may be around

50-70 years). Further, the post-closure safety of facility is not just focussed on evaluating

the performance and radiological impact of the disposal facility, but also, to discern the

behaviour of the system and the surrounding geological environment evolving in time.

Assessing the safety of NSDF during the operational and post-closure phases provides

a reasonable assurance that the NSDF meets the design objective, intended performance
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and the regulatory requirements. This is possible by developing predictive performance

assessment models which provide a basis for rational and viable decisions in establishing

waste repositories.

The performance (or safety) assessment modelling methodology followed in this the-

sis has been adopted from AERB (2006), which provides the safety guidelines for the

NSDFs designed for low and intermediate level waste disposal in India. The safety as-

sessment methodology considers the disposal facility and its environment as a system.The

first step involved in the development of the performance assessment model is to identify

the features, events and processes (FEPs) which might affect the isolation of waste in the

long run and results in radionuclide migration.

3.2.1 Identification of features, events and processes (FEPs)

The features, events and processes (FEPs) should be examined thoroughly for the factors

that might influence the long-term safety of a repository. These aspects will help in con-

structing scenarios and pathways for radionuclide release. Typical FEPs for NSDFs are

presented in the Figure 3.2. By studying the potential FEPs from Figure 3.2, the scenarios

that can appropriately lead to release of radionuclide from the NSDF can be considered.

It is important to develop a scenario that encompasses the operational, closure and post-

closure safety aspects of the NSDF. In the thesis, the scenario of barrier failure is assumed

to occur due to rainfall (event) leading to infiltration of water into the barrier system (fea-

tures), radionuclide release into geosphere and migration of these radionuclides ultimately

to the biosphere (process). Based on the type of radionuclide (short-lived or long-lived)

considered for the analysis, both the near-field and far-field scenarios are investigated .
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Figure 3.2: Features, Events and Processes for various scenarios

Once the scenarios are identified, a conceptual model that provides an overall idea of

the performance of disposal system over a period of time needs to be developed. This

model has to account for waste inventory, features of engineered and geological barriers,

time frame and uncertainty in the parameters. The conceptual model is then translated

into mathematical model which is represented by a system of equations. The general

procedures used to develop such models are well accepted, and these predictive mathe-

matical models have to be effective both in the level of detail and complexity. They should

be used to describe individual processes, subsystems and overall system performance. A

brief overview of the mathematical formulations (Nair and Krishnamoorthy, 1999; Nair

et. al., 2010) considered in the thesis are discussed in a sequential order in the following

sections.
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3.2.2 Source term model

There is a need to identify and characterize waste in terms of inventory, wasteform and

package. This information should be sufficiently extensive to allow adequate modelling

of radionuclide releases. Source term evaluates the inventory of radioactive waste in the

disposal facility. A basic model for source-term can be evaluated using the equation

S = Minexp[−λpt] (3.1)

where Min - inventory (Bq) of a radionuclide in the total waste; λp - radioactive decay

constant (y−1); t - time elapsed after disposal (y).

Equation 3.1 can be refined further by developing a conceptual model with more informa-

tion on the waste and the disposal system. For example, the source term is essentially a

function of the mode of disposal (single dump mode, multiple dump mode) and radioac-

tive decay and in some cases, a function of infiltration velocity and the volume of the

facility. These conceptual models are discussed in section 4.3.1.2 in chapter 4 and section

5.3.1.1 in chapter 5.

3.2.3 Repository failure model

Radioactive waste disposed in NSDF can be engineered vaults or stone / RCC trenches

or tile holes constructed at varying depths- from a few metres to a few tens of metres.

They are made up of a system of engineered and natural barriers. In order to develop an

adequate understanding of the behaviour of the disposal facility, there is a need to charac-

terize and assess the system components in terms of their initial performance. In fact, the
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extent to which the barriers (engineered and natural) contribute to the overall containment

can differ widely for different types of NSDFs (i.e., stone line trenches, tileholes, RCC

trenches). This factor should be taken into account as it contributes to the overall perfor-

mance. The concept of repository failure due to degradation of each barrier is considered

in the thesis to develop the mathematical model. The equation to estimate the failure of

each barrier is given by

ft = λ f exp(−λ f t) (3.2)

where ft - failure distribution of barrier; λ f - the reciprocal of mean time-to-failure of the

barrier (failure rate, y−1); t - time elapsed after disposal (y). The repository failure distri-

bution model is used to evaluate the radioactivity release rate into ground water through

the multi-barrier system and discussed in section 4.3.1.2 of Chapter 4. The consequence

of source leaching from the barrier system by taking into account the source term and

repository failure models results in the evaluation of radioactivity release rate.

3.2.4 Geosphere transport model

To translate the radioactivity release rate into radionuclide concentration in ground water,

a geosphere transport model is developed. The geosphere transport involves evolution of

environment in the vicinity of radioactivity releases and radionuclide transfer through the

evolving environment mathematically. The primary focus of this model is to understand

the fate and transport of radionuclides, to estimate the concentrations evolving over spa-

tial and temporal scales in the subsurface environment and also the time of arrival of peak

concentration. The underlying transport mechanisms involved in radionuclide migration

include advection, diffusion and dispersion, chemical reactions like sorption and radioac-
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3.2. Performance assessment model for radioactive waste disposal

tive decay. The mathematical equations for representing each of these mechanisms are

presented in Table 3.1. These mechanisms are considered to describe the contaminant

transport in the geosphere, and they are translated to differential equation which is given

by

∂C
∂ t

= D
∂ 2C
∂x2 −ν

∂C
∂x

+
γ

n
∂S
∂ t

+λC (3.3)

In equation (3.3), the advection (ν ∂C
∂x ), hydrodynamic dispersion (D∂ 2C

∂x2 ), sorption ( γ

n
∂S
∂ t )

and radioactive decay (λC) components are taken into account to understand the rate of

change in concentration over time at distance x from the source. This partial differen-

tial equation is solved for given initial and boundary conditions through analytical and

numerical modelling techniques.

3.2.4.1 Contaminant transport modelling in different geological media

The geological environment surrounding the disposal system is critical in governing the

movement of radionuclide reaching the human habitat. In this thesis, the transport of ra-

dionuclides is considered in different geological media. The medium of transport (which

mainly consists of soils or rocks) and their properties play an important role in transport

process. So, in this section, the formulation of radionuclide transport models for soils are

discussed followed by transport modelling in fractured rocks.

3.2.4.2 Soils

Soils are natural geological formations originated by weathering of rocks. The studies

on contaminant transport through soils can be traced back to 1960 (Ogata and Banks,

1961). Since then many analytical models have been developed to understand the trans-

port behaviour. The models that have been adopted in the thesis are presented below. The
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3.2. Performance assessment model for radioactive waste disposal

governing differential equation for radionuclide transport is

∂C
∂ t

= D′x
∂ 2C
∂x2 +D′y

∂ 2C
∂y2 +

∂ 2C
∂ z2 +D′z

∂ 2C
∂ z2 −U ′x

∂C
∂x
−U ′y

∂C
∂y
−−U ′z

∂C
∂ z
−λpC+S (3.4)

where C - concentration of radionuclide (Bq/l), x,y,z - longitudinal, lateral and vertical

distances (m), D′x,D
′
y,D
′
z - retarded longitudinal; lateral and vertical dispersivity (m2/s);

U ′x,U
′
y,U

′
z - retarded longitudinal, lateral and vertical advective velocity (m/s); λp - ra-

dioactive decay constant; Kd - distribution coefficient of radionuclide; Rd - retardation

factor (1+ Kdρb
θ

; ρb - bulk density; θ - porosity; S - source term.

3.2.4.2.1 Analytical models

The governing equations are solved for given initial and boundary conditions mathemat-

ically. There are many techniques like Fourier transforms, Laplace transforms, Green’s

function, perturbation methods, complex variable techniques that can be used to solve for

exact solutions. Some of the analytical formulations developed by researchers in the past

few decades have been adopted in the thesis. They include one-dimensional (1D), two-

dimensional (2D) and three-dimensional (3D) solutions for different boundary conditions

(mostly used for practical applications). Some of the closed form solutions considered for

the analysis are mentioned below.

1. Ogata and Banks (1961): The concentration of contaminant in a three-dimensional

medium with an instantaneous source is

C =
C0

2

[
erfc

(
x− ṽt
2
√

Dt

)
+ exp

(
ṽx
D

)
erfc

(
x+ ṽt
2
√

Dt

)]
(3.5)

where C is concentration after elapsed time t, x is the end-point of interest.
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3.2. Performance assessment model for radioactive waste disposal

2. Nair and Krishnamoorthy (1999): The one-dimensional solution of concentration

of radionuclide in groundwater for the instantaneous release of unit activity from a

line source is given by

Cg(x, t) =
exp(−λpt)exp(−(x−Uxt)2/4Dxt)

2πARgθg
√

Dxt
(3.6)

where Dx is the retarded longitudinal dispersion coefficient (cm2/y), Ux is the re-

tarded groundwater velocity (cm/y), A is the cross sectional area of aquifer (cm2),

Rg is the retardation factor which is 1+ Kdρb
θg

where Kd is the distribution coeffi-

cient (ml/g), ρb is the bulk density (g/cc), θg is the effective porosity. Similarly a

two-dimensional solution is also developed which is presented in section 4.3.1.3 of

chapter 4.

3. Park and Zhen (2001): The contaminant transport through a three-dimensional

aquifer system is modelled and the solution is obtained using Green’s function

method. The concentration of contaminant for an instantaneous point source is

given by the equation

C(x,y,z, t)=
1

4dπ
√

DxDy

t∫
0

qp(t−τ)exp(−λτ)exp
[
−(x− vτ)2

4Dxτ

]
×exp

[
− y2

4Dyτ

]

×

[
1+2

∞

∑
n=1

cos
nπz0

d
cos

nπz
d

exp
[
−Dzn2π2

d2 τ

]]
dτ

τ
(3.7)

In the process of transition from conceptual models to mathematical models, errors may

be introduced owing to the simplifications, approximations, or modelling assumptions.

Further, problems involving irregular geometry, materials with variation in properties,

nonlinear relationships and/or complex boundary conditions cannot be handled by ana-
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lytical methods. In such cases, numerical models are adopted in the form of finite differ-

ence method, finite element method, finite volume method, meshless method, boundary

element method and so on. However, in this thesis, finite element model (FEM) has been

implemented to solve the radionuclide transport problems and to help in the numerical

formulation of the problem FEFLOW software version 6.2x is used.

3.2.4.2.2 Numerical models

As mentioned above, numerical methods are used to achieve an approximate solution for

the complex differential equations by spatial and temporal discretization. After discretiz-

ing space and time, at every point, approximate values are estimated by transforming

partial differential equations into a set of linear algebraic functions. As the results are

approximate, numerical errors are bound to occur. So effort is put forth to attain least

possible error for the given problem. The numerical software is designed to handle the

flow, mass and heat transport through porous and fractured media. To model the flow

and transport through soil, it is treated as a porous medium. The concept of representa-

tive elemental volume (REV) is applied, which allows for macroscopization (that implies

continuum in all the three phases - solid (s), liquid (l) and gaseous (g)) of the properties

in the porous medium. Also, it follows the fundamental assumption of soil mechanics

which states that the average properties have to be independent of size of REV region

dV . A typical case of soil property (porosity) with microscopic variations, continuum and

macroscopic variations are shown in Figure 3.3.
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3.2. Performance assessment model for radioactive waste disposal

Figure 3.3: Variations in average volume as a function of porosity

The mathematical models are developed based on four balance laws. They are mass

balance, momentum balance, total energy balance and entropy balance. The formulations

for all the balance laws are presented by Diersch (2014). For instance the conservation of

mass is given by equation,

∂

∂ t
(εαρ

α)+5.(εαρ
α

ν
α) = εαρ

α(Qα +Qα
ex) (3.8)

where α = s, f ∈ (l,g), ε - fraction of volume dV occupied by α phase, ρ - is intrinsic

mass density, να - velocity in α phase and (Qα ,Qα
ex) are (phase internal supply of mass,

phase change of mass) respectively. Further, the strain tensor and the relative velocity in

α phase are evaluated. The transfer of fluid into different phases is considered based on

constitutive equations. Using all the above laws, the governing equations for fluid flow

and mass transport are given by:

1. Fluid flow: In a fully saturated medium, the equation for law of conservation of
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momentum in the liquid phase (l) is given by

q =−K fµ(∇h+χe) (3.9)

where q - Darcy velocity, K - Hydraulic conductivity, fµ - viscosity function, ∇h -

change in hydraulic head, χ - Buoyancy coefficient. Similarly, governing equation

for conservation of mass is given by

S0
∂h
∂ t

+∇.q = Q (3.10)

where S0 - specific storage coefficient (the volume of water that a unit volume of

aquifer releases from storage under a unit decline in hydraulic head), h - hydraulic

head (sum of pressure head and elevation head), ∂h
∂ t - rate of change in hydraulic

head, q - Darcy velocity and Q - specific mass supply. In steady state conditions,

the rate of change in hydraulic head is zero, while, in the transient state conditions

it is a non-zero quantity (i.e.,the magnitude or direction of the flow velocity at any

point varies with time). Substituting equation (3.9) in the equation (3.10) we get

S0
∂h
∂ t

+∇.[−K fµ(∇h+χe)] = Q (3.11)

These equations describe the governing equations for fluid flow.

2. Mass transport: The governing equation for mass transport is given by

θRd
∂C
∂ t

+q.∇C+∇. j+ εRdνC = S (3.12)
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where ε - porosity, Rd - retardation factor, ∂C
∂ t - rate of change in concentration, q -

Darcy velocity, S - source / sink term

Similarly, equations for energy and entropy balance are also developed in FEFLOW. But

in the thesis only flow and transport aspects are studied. Once the governing equations are

derived mathematically, the equations can be solved by assigning initial conditions (IC)

and boundary conditions (BC). The boundary conditions mainly include:

(i) Dirichlet-type conditions (1st type BC) - it specifies the values that a solution [(h, t)

-(head, concentration)] needs to take along the boundary of the domain.

(ii) Neumann-type conditions (2nd type BC) - it specifies the values in which the derivative

of a solution [(dh
dx ,

dC
dx ) - (head gradient, concentration gradient)] is applied within the

boundary of the domain

(iii) Cauchy-type conditions (3rd type BC) - it specifies both the function value (h, t) and

normal derivative (dh
dx ,

dC
dx ) on the boundary of the domain.

The approximate solution is expressed in a functional form given by

ϕ(x, t)≈ ϕ̃(x, t) = ∑
j

N j(x)ϕ j(t) (3.13)

In the equation (3.13), the ϕ̃ - the approximate solution, N j - set of basis functions, ϕ j -

unknown coefficients. It can be observed that the the spatial and temporal components are

separated. The semi-discrete method is adopted in numerical modelling which discretizes

the space first and then the time (time marching procedure).

Spatial discretization:

The basis functions (N j) are polynomials like Chebyshev, Lagrangian, Hermite etc. The

approximate solution is given by a series expansion, and, the difference between exact

104



3.2. Performance assessment model for radioactive waste disposal

and approximate solutions is defined by error E = ϕ − ϕ̃ . (in the FE mesh the error is

estimated at discrete set of points or nodes).

By implementing the method of weighted residuals the approximate solution for equa-

tion (3.13) is obtained. A weighting function should be chosen such that
∫

ω
w(x, t)Rdω =

0, where w(x, t) is the weighting function. This method of approximation is adopted to

the flow and transport PDE (equation (3.11) and (3.12)). Since the domain is divided into

an FE mesh with a set of non-overlapping elements, the solution ϕ̃(x, t) is considered as

a union of element-wise continuous approximation which is given by

ϕ̃ l(xl, t) =
N

∑
j=1

N j(xl)ϕ l
j(t) (3.14)

where ϕ l
j are set of unknown coefficients (corresponds to concentration C in a mass trans-

port problem) at nodes j belonging to element l. Nl
j(x

l) is the C0 continuous basis function

(or shape functions) related to element l and node j. These shape functions are nothing

but polynomial of certain degree. The types of shape functions and the transformation of

shape functions from local to global co-ordinate system (through Boolean matrices (∆e
K j))

are discussed in detail in Diersch (2014). By discretising domain ω and its boundary B

by finite elements and introduce basis functions, the approximate solution is given by

ϕ̃(x, t) =
Np

∑
j=1

NT

∑
K=1

NKe(η)∆e
K jϕ j(t) (3.15)

Equation (3.13) is solved using Galerkin method (where weighing function is equal to

the basis function). The assembled global matrix system of equations is used to solve for

unknown coefficients ϕ .

Temporal discretization:
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By implementing the Galerkin approximation of the governing partial differential equa-

tion (PDE) it gets transformed to a system of ordinary differential equations (ODE) given

by

O · ϕ̇ +L ·ϕ = F (3.16)

where ϕ̇ - derivative of state variable , O - mass matrix, L - matrix corresponding to advec-

tion, dispersion, sorption and decay and, F - source / sink term. By assigning the initial

condition t = t0, we get ϕ(t0) = ϕ0. The general solution for ODE is in the form of homo-

geneous part and particular integral. This solution is not easily obtained from analytical

methods. Several numerical schemes including time marching recurrence schemes, im-

plicit and semi-implicit schemes should be implemented to solve the equations. So, the

general outline for achieving solution for flow and mass transport of a system numerically

is presented elaborately in this section. The same sequence of steps are followed for satu-

rated / unsaturated and variable density of flow and mass transport in 2D and 3D medium.

Also in this numerical model, error minimization in geometry is implemented through

adaptive mesh refinement schemes. Hence, by using FEFLOW 6.2, numerical models

for radionuclide transport modelling with different initial and decaying source boundary

conditions are developed and implemented in the present study.

3.2.4.3 Fractured rocks

As mentioned earlier, the geosphere is mainly composed of soils and rocks. So far, the

different formulations that are considered in the thesis for radionuclide transport through

soils have been discussed. In this section, the modelling techniques for radionuclide trans-

port through fractured rock mass are presented in detail. Rock is a natural solid mass

formed by physical, chemical and biological process of geosphere. Depending on the
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source of origin, rocks are classified as igneous, sedimentary and metamorphic. In most

of the rocks, the existence of fractures is ubiquitous (due to stress imbalances). Mod-

elling contaminant flow and transport through a fractured rock mass is a complex process

as it involves characterization of two subsystems: fractures and intact rock matrix. The

fracture patterns are generated based on geological mapping, geomechanical approach

and stochastic approach. Many models were developed by adopting these approaches and

they are discussed in section 2.3.3.2 of chapter 2. In the thesis, an attempt has been made

to develop a numerical model that can create fracture pattern stochastically and simulate

the radionuclide transport through the system. In stochastic approach, the fractured net-

work is described under probabilistic framework and the real network is assumed to be

one among the realizations (simulated from the model). Also, the randomness in the ge-

ological system is captured in the stochastic fracture generation models which makes it

the most popular approach among discrete fracture network models (Herbert, 1996). Due

to the robustness and efficiency in generation of fracture patterns, a stochastic fracture

generating algorithm developed by Michael Riley (2004) is implemented in this thesis.

The details of this methodology are discussed in the next section.

3.2.4.3.1 Algorithm for fracture generation

This method is designed to simulate the style of fracturing seen in the Lincolnshire Lime-

stone in United Kingdom and similar layered sedimentary rocks. The growth algorithm

constitutes of a special case where the fracture density within a set is homogeneous, all

fractures in a set are parallel, the speed of propagation is constant and the same for each

fracture in a set, and all fractures are initiated simultaneously. The fractures are generated

based on the assumptions that:
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1. The crack propagates at the point of weakness of the rock.

2. The domain consists of seed points through which the fractures propagate and they

are inclined in the direction based on the distribution of fracture sets.

3. The density of fractures sets are assumed to be the same as that observed typically

in the field. The orientation of the fractures in the fracture sets are associated with

the orientation distribution.

4. Each fracture is allowed to propagate in both the directions from the seed point

at speed,ua until they meet the other fracture. Further, they continue or terminate

based a fixed probability, pa.

To illustrate the efficiency of the algorithm, a typical rock outcrop observed in limestone

and the fracture pattern generated from the algorithm are presented in Figure 3.4 (a) an

Figure 3.4 (b) respectively. This parallel fracture model is a function of four parameters

which include: fracture density (λab), fracture orientation (θab), speed of propagation (ua)

and the probability that that fracture will continue or terminate when it meets the other

fracture (pa). The parameters λab and θab can be determined from the field data and repro-

duced automatically, while, the parameters ua and pa are used to match the field data with

the statistical distributions of fracture trace lengths obtained from the method. The frac-

ture trace length distribution of rock mass is developed by implementing this algorithm.

So, the following steps present the methodology and their mathematical formulations to

evaluate the fracture trace length distribution as a function of the four parameters.

1. The distance from the seed point of a fracture (from a particular fracture set) to one

of its ends is considered as a random variable Xa (where ′a′ is the fracture set) with

a probability distribution function (PDF), Fa(x). The total trace length of a fracture
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3.2. Performance assessment model for radioactive waste disposal

can then be considered as the sum of two independently drawn samples from Fa(x)

(since the fracture densities are homogeneous).

(a) (b)

Figure 3.4: (a) Typical fractured rock pattern of limestone observed in United Kingdom
(b) Typical fractured rock pattern generated from the algorithm (Riley, 2004)

Figure 3.5: Schematic of fracture from set a intersecting another fracture from set b (Riley
2004)
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2. In Figure 3.5, it can be observed that a fracture from set a growing from the seed

point O in the direction OL with a speed ua. x = ξ is the growing tip of the fracture

at any time and θab is the angle between the fracture sets a and b. So, the objective is

to estimate the fracture trace length distribution of two fracture sets, Fab(x). So, it is

necessary to know the number of intersections occurred with pre-existing fractures,

on average, within a given time t. This is again a function of Fba(r) the PDF of

the distance from the point at which a fracture from set b is seeded to its end. An

implicit expression for Fab(x) is developed by deriving Fba(r) in terms of Fab(x).

Fab(x) = P(Xa ≤ x)

=
∞

∑
n=1

[P(Xa(n)≤ x)∩P(N = n)]
(3.17)

where Xa is the distance from the origin of the fracture to its end, Xa(n) is the dis-

tance from O to the nth encounter, N is the number of encounters from O to the end

of the fracture, x - displacement from O along OL.

(i)Estimation of P(Xa(n)≤ x)

The number of intersections is modelled as a Poisson process with non homoge-

neous mean, gab(x). Thus, if Xa(n) is the distance from O to the nth encounter, then

the probability that this distance is less than x is given by

P(Xa(n)≤ x) = 1− exp[−gab(x)]
n−1

∑
m=1

[gab(l)]k

k!
(3.18)

where gab(x) =
l∫

0
λab(ξ )dξ and λab(ξ ) is the density of fractures from set b inter-

secting set a at a distance of ’ξ ’.

(ii)Estimation of P(N = n)
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The probability that the growing fracture terminates at the nth encounter is given by

P(N = n) = pn−1
a (1− pi) (3.19)

where pa - constant probability that a fracture from set a continues after encounter-

ing another fracture. By substituting equations (3.18) and (3.19) in equation (3.17)

we get

Fab(l) = 1− exp[−(1− pa)gab(x)] (3.20)

3. The density of fracture from set b is estimated as 2ρbsinθab∆r which is nothing but

the length on either side of OL. Here, ρb is the density of fractures from set b. Now,

the probability, πba(r), that an individual fracture from set b seeded at a distance r

from OL intersects the fracture from set a, is given by

πba(r) =


1−Fba(r), tba < tab,

0, otherwise

where tab is the time taken by the fracture from set a to reach the point of potential

intersection with the fracture belonging to set b. To calculate the time to inter-

section, it is necessary to account for the velocities at which fractures propagate.

Assuming that the velocities of propagation of fractures belonging to sets a and b

are ua(x, t) and ub(x, t), respectively. They are independent and the initial value
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problems are solved to determine tab and tba.

d
dt
[x(t)] = ua(x, t) x(t0) = 0

d
dt
[r(t)] = ub(r, t) r(t0) = 0

(3.21)

ua and ub, are constant for each fracture set, and all fractures are assumed to grow

simultaneously at tab =
ξ

ua
and tba =

r
ub

4. By substituting the estimates from the previous equations, the equation for fracture

trace length distribution in the case of two fracture sets is given by

Fab(x) =1− exp

−2(1− pa)ρbsinθab

x∫
0

ub
ua ξ∫
0

exp

−2(1− pa)ρbsinθab

r∫
0

ub
ua ζ∫
0

1−Fab(x)dxdζ

drdξ


(3.22)

Similarly for multiple fracture sets, it is

Fa(x) =1− exp

−2(1− pa)
n

∑
b=1,b6=a

ρbsinθab

x∫
0

ub
ua ξ∫
0

exp

−2(1− pa)
n

∑
c=1,c6=b

ρcsinθbc

r∫
0

uc
ub

ζ∫
0

1−Fab(x)dxdζ

drdξ


(3.23)

The equations (3.22) and (3.23) are used as an iterative scheme for simultaneously calcu-

lating Fa(x) for i = 1, ...,n. A code is developed using the above mathematical equations

and the fracture trace length distributions are evaluated and this algorithm is implemented

in the thesis. The details of input parameters in fracture generation algorithm are pre-

sented in chapter 6.
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After modelling the fracture network, the radionuclide transport through the fractured

rock mass is described using analytical and numerical models.

3.2.4.3.2 Analytical models

It is important to note that in the presence of fractures in a rock mass, the contaminant

transport takes place either through fractures or intact rock matrix or both. A typical

fractured rock mass is presented in Figure 3.6. If K f is the conductivity of fracture and Km

is the conductivity of rock matrix, then, there are four possible combinations of fracture-

rock conductivities namely, (1) K f > 0,Km = 0, (2) K f >> Km, (3) K f > Km and (4) K f <

Km (Robinson et. al., 1998). In most cases, fractures act as conductive flow channels that

allow the contaminant to migrate and the transport process in intact rock matrix is due to

diffusion. So, it becomes imperative to formulate mathematical models that can translate

the process of transport through fracture and intact rock matrix individually. Further,

initial and boundary conditions are applied separately for fractures and rock matrix.

Figure 3.6: Schematic of fractured rock mass

1. Tang et. al., (1981): A simple analytical model for movement of contaminant

through fracture - matrix system is developed by applying Laplace transforms. It

includes, (1) advective transport along the fracture, (2) longitudinal dispersivity

in the fracture, (3) molecular diffusion within the fracture, in the direction of the
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fracture axis, (4) molecular diffusion from the fracture into the matrix, in the y-

direction perpendicular to the fracture axis, (5) linear adsorption onto the face of

the matrix, (6) linear adsorption within the matrix and (7) radioactive decay. The

general solution of the equation is evaluated using Gauss quadrature method and the

concentration variation is evaluated spatially and temporally. The transient solution

by neglecting dispersivity is given by equation

In fracture

C
CD

=
1
2

exp
(
−ϑRx

ν

)[
exp

(
−ε
√

ϑR′D′

av
x

)

erfc

(
ε
√

R′D′

2avR
√

t− xR′/ν
x−
√

ϑ
√

t− xR′/ν

)]
+

exp

(
−ε
√

ϑR′D′

av
x

)
erfc

(
ε
√

R′D′

2avR
√

t− xR′/ν
x+
√

ϑ
√

t− xR′/ν

)
(3.24)

The above equation holds good for the condition (t− xR/ν)> 0

In rock matrix

C
CD

=
1
2

exp
(
−ϑRx

ν

)
×

[
exp

(
−ε
√

ϑR′D′

av
x−
√

ϑA(y)

)

erfc

(
ε
√

R′D′

2avR
√

t− xR′/ν
x+

A(y)

2
√

t− xR/ν
−
√

ϑ
√

t− xR′/ν

)]
+[

exp

(
−ε
√

ϑR′D′

av
x+
√

ϑA(y)

)

erfc

(
ε
√

R′D′

2avR
√

t− xR′/ν
x+

A(y)

2
√

t− xR/ν
+
√

ϑ
√

t− xR′/ν

)]
(3.25)

where A(y) =
√

R′
D′ (y−a)

Some more notable analytical solutions are developed for a system of parallel fractures
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(Sudicky and Frind, 1982; Barker, 1982) which were discussed in Chapter 2. But, it

becomes complex to solve a system with random network of fractures. In this thesis,

the fracture patterns are generated stochastically and, in such cases, closed form solution

cannot be achieved. So radionuclide transport through fractured network is modelled

numerically using FEFLOW 6.2.

3.2.4.3.3 Numerical model

To solve the fluid flow and contaminant transport problem in fractured media, firstly the

concept of REV needs to be developed. The REV for fractured medium is based on the

concept of discrete feature approach as shown in Figure 3.7. When the fractures and the

porous media don’t have an overlapping continuum, they must be solved on separate scale

and coupled through macroscopic interface conditions. This can be done using discrete

feature approach. This scenario happens when fractures have large apertures and voids in

porous medium is small.

Figure 3.7: REV for fractures without overlapping continuum
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So, the fluid flow and contaminant migration through fractures are modelled by in-

troducing a new feature called the ’discrete element’ (Diersch, 2014). This feature acts

as a link between complex geometries for subsurface and surface systems, porous and

fractured media and also incorporates structures in modelling flow and mass transport.

In general, it geometrically represents a lower dimension that has notable fluid conduc-

tance than the porous medium. For instance, in a two-dimensional (2D) porous medium,

fractures are represented by one-dimensional (1D) elements. As the mathematical for-

mulations discussed in section 3.2.4.2.2 are generalized, they are also valid for discrete

features just by reducing the dimensions and phases. In a fractured media, there are two

systems one is the intact rock matrix and the other is the fractures. Some of the salient

features involved in the numerical modelling for fractured medium are given below.

1. Intact rock matrix: The flow and transport in the intact rock matrix is same as that

of porous medium. So the equations in section 3.2.4.2.2 are valid.

2. Fractures: The flow through fractures is modelled as flow between two parallel

plates. This flow law is termed as Hagen-Poiseuille law (also known as cubic law).

The equation for conductivity is given by

K =
r2ρ0g
aµ0

δ (3.26)

where r - is the hydraulic radius (m), ρ0 - density of water (kg/m3), g - gravity(m/s2),

µ0 - viscosity (Pa-s), δ - friction factor (=1 mostly). The balance laws for conser-

vation of mass, momentum, energy and entropy remains the same except four ad-

ditional terms that account for (1) thickness; exchange terms at (2) interface (3) top

and (4) bottom boundaries of the system. The mass conservation equation given in
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equation (3.8) for porous medium transforms to

∂

∂ t
(Btεsρ)+∇ · (Btεsρν) = BtεsρQ+BtQI +QT −QB (3.27)

where QI,QT ,QB corresponds to interfacial, top and bottom exchange terms and B

is the aperture / thickness. These new terms account for the interaction between the

fracture and porous medium.

The equation for fluid flow and mass transport are given by

S
∂h
∂ t
−∆.(K fµBt .(∆h+Φe))−Q = 0 (3.28)

S
∂C
∂ t

+q.∇C−∇.(BtεD.∇C)+ΦC−Q = 0 (3.29)

Both the equations are similar to the ones for porous medium except the term B.

3. Interface systems: Discrete features (i.e, fractures) and the porous medium, the

two interacting sub-systems are treated as a monolithic feature, where all compo-

nents are integrated into the solution domain consisting of the joint porous-medium

domain ΦP and a number of non-overlapping discrete feature domains ΦF .

Φ = Φp∪∑
F

ΦF (3.30)

They are governed by different balance equations solvable through common state

variable ω = ω(x, t)(where h is for flow, Ck is for concentration and T is for trans-

port). To solve for any quantity in variably saturated flow, variable-density flow,

species mass, and heat transport, the global contributions from porous medium and
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the corresponding fracture systems are assembled with respect to the state variables

as mentioned above.

As the discrete feature elements share the same nodal points as that of the porous

medium, the result of the combined process is obtained by exchanging (advective

and dispersive) fluxes between the porous medium and discrete features. If Km

and K f represent the conductivities of the porous medium and discrete feature, at

the same node, then, the exchanging flux between the porous medium and discrete

feature is affected by its effective conductivity K = Km +K f . If K f � Km, then

the flux will be dominated by the discrete feature property. However, the effect

from DFE disappears for KF → 0 and the exchanging flux is determined by the

porous medium property alone. The procedure to assemble global matrix for flow

and transport is determined by adding the contribution from fractures and porous

media. The remaining steps followed to discretize the FE mesh and obtain the

approximate solution to the problem remains the same as discussed in the previous

section.

Radionuclide transport modelling in geosphere gives us an understanding on the move-

ment of radionuclide in the medium extending over spatial and temporal scales, their

concentration front and also the time of arrival of maximum concentration. Further the

radiological impact is estimated using a radiological model.

3.2.5 Radiological model

The radiological hazard due to radioactive waste will reduce with time because of ra-

dioactive decay. However, the time scales over which the hazard remains significant can

extend to over thousands of years, depending on the radionuclides involved. The expo-
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sure pathways leading to radionuclide transport to the biosphere can be modelled through

drinking water pathway or marine pathway or human intrusion pathway. The quantita-

tive measure of radiological hazard, that is, the consequence of radionuclide migration to

human habitat is estimated by radiation dose. This quantity is a function of the pathway

of exposure, ingestion of radiation etc. In the thesis, the radiological model is used to

evaluate radiation dose to a member of the critical group due to consumption of ground

water for drinking. It is mathematically expressed as

RD = cr×din×doin (3.31)

where RD - is the radiation dose (mSv/y); cr - concentration in ground water (Bq/l); din -

drinking water intake (l/day); doin - ingestion dose coefficient (Sv/Bq). Further, the risk

to a member of the critical group due to the waste disposal practice is also estimated. The

doses and risks to members of the public for different radionuclides are computed from

the radiological model. These values are estimated in Chapter 4, 5 and 6 for different ge-

ological environment and compared with the threshold dose or risk values used as design

criteria.

3.2.6 Uncertainty analysis

As mentioned earlier, an integrated safety assessment model takes into account the effect

of uncertainties. Failure to acknowledge and represent uncertainty can result in serious

criticism of performance assessment. The probabilistic analysis should include compu-

tation of risk measures, sensitivity studies besides uncertainty analysis to develop con-

fidence in analysis results. The main sources of uncertainties and variance reduction
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3.3. Sources of uncertainties

techniques employed to handle these uncertainties are discussed elaborately in sections

3.3 to 3.7.

3.2.7 Safety indicator

The overall outcome of performance (or safety) assessment models is primarily focussed

on establishing safety indicators which provide a prior indication of radionuclide con-

tamination in the environment due to any release of radionuclide from NSDFs. They are

mainly:

1. Concentration of radionuclide and their trends in air, surface water, groundwater,

soil and vegetation forms an important indicator to monitor NSDFs.

2. Dose and risk to the individual and to the critical group form the primary indicators

which play an important role in the safety assessment.

Also as mentioned in Section 3.2.6, the effect of uncertainty in input parameters of the

system, the probability that the quantities exceed the design threshold can be quantified.

The probability of exceedence (or failure) is one of the most important safety indicators

which quantifies the effect of uncertainties in the safety assessment model for NSDFs. By

implementing sensitivity analysis, the critical parameters influencing the performance of

the system can be estimated. In the thesis, all the above safety indicators are estimated.

3.3 Sources of uncertainties

In the design of geo-environmental systems, uncertainties are quite pervasive and un-

avoidable from various sources that include properties of geologic environment (geologi-

120



3.3. Sources of uncertainties

cal and transport properties), boundary conditions of the system, design life of the struc-

tures and climatic factors such as temperature and rainfall. So, it becomes imperative

to consider the main sources of uncertainty that influence the system response and also

quantify their effect to attain a level of safety on the performance of the system. The un-

certainties are broadly branched into aleatory and epistemic (Baecher and Christian, 2003,

Der Kiureghian and Ditlevsen, 2009). The uncertainties due to inherent randomness in

some of the properties of the system is categorized as aleatory, while, the uncertainties

due to lack of sufficient information (knowledge or data) is characterized as epistemic.

They are categorized further and presented in Figure 3.8.

Figure 3.8: Types of uncertainties

The intrinsic nature of aleatory uncertainty makes it irreducible. They are further di-

vided into spatial and temporal variabilities (refer Figure 3.8). The variation in soil prop-

erties along longitudinal and lateral directions can be characterized as spatially variability

and the groundwater and soil contamination due to failure of containment system falls

under temporal variability. On the other hand, epistemic uncertainty occurs due to lack

of data, or inability to model the underlying mathematical phenomenon. The epistemic
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uncertainties are classified further into parameter and model uncertainties. Parameter

uncertainty emerges due to inaccuracy in field or laboratory measurements and limited

sampling. Model uncertainty occurs due to inability of a capture the actual phenomenon

involved in the system and represent it as a mathematical model. There is a possibility to

reduce them by gathering more data or by refining the models.

In modelling the radiological safety assessment models also, the significance of uncer-

tainties has been long recognised (Hoffman and Miller, 1983; Helton 1993; Gallegos and

Bonano, 1993; Nair and Krishnamoorthy, 1999; Dutta and Khuswaha, 2011). These mul-

tifaceted models are a combination of engineered systems and natural geological medium

where many uncertainties arise in the form of material properties, construction proce-

dures involved in barriers, design life of the barriers, fluctuations of groundwater table

of the aquifer, boundary conditions of the model, transport properties of the medium, in-

herent variability in the soil/ rock properties and influence of climatic factors like rainfall

and temperature. This thesis focusses on addressing the effects of some of the important

aleatory and epistemic uncertainties involved in these models. They include: aleatory

uncertainty due to spatial variability in soils and epistemic uncertainties in geological

properties of the medium (lie hydraulic conductivity, porosity etc), transport properties

of the medium (advection, diffusion and dispersion components of transport) and also

geochemical properties of the radionuclide (distribution coefficient i.e, adsorption com-

ponent). Additionally the stochastic nature of fractures in fractured network belonging

to sedimentary rock genesis is also addressed. All these uncertainties are treated in the

performance assessment models and their effect has been quantified.
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3.4 Random field modelling

The properties of natural materials like soils show a complex paradigm of variation in

space and time (Vanmarcke (1977)). To model the inherent randomness in the systems

extending over space, random field theory has emerged. Let Ω be a set Rn describing

the system geometry such that x ∈ Ω, then H(x,θ) is defined as random field, which is

nothing but a collection of random variables indexed by the parameter x. From Figure 3.9

we can observe that, for a given x0, H(x0,θ) is a random variable. On the other hand, for

a given outcome θ0, H(x,θ0) is a realization of the field.

Figure 3.9: Realizations of a random field

The statistical descriptors of a random field are (i) mean (ii) standard deviation and

(iii) auto correlation function. It can be noted that, in addition to mean and standard

deviation, a measure of distance over which the values of the soil parameter exhibit strong

correlation is also considered to describe random field. The factor that, the values at

adjacent locations are more related than those separated by some distance is taken into
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account (Vanmarcke 1983). To estimate the correlation coefficient between two arbitrary

points, auto correlation function (ACF) needs to be estimated. It is given by the equation

ρ(dh) =
C[Z(Xi),Z(Xi+dh)]

σ2
z

=
1

σ2
z

E {[Z(Xi)−µz][Z(Xi+dh)−µz]} (3.32)

where X is the vector which represents the location. It is given by X = (x) in the

case of a one-dimensional random field X = (x,y) in the case of a two-dimensional (2D)

random field and X = (x,y,z) in the case of a three-dimensional (3D) random field. On

the other hand, Z(Xi) is the value of the property Z at location Xi, Z(Xi+dh) is the value

of the property Z at location, Xi+dh, dh is the separation distance between the data pairs,

E[] is the expected value, C is the covariance and µZ and σ2
Z are respectively the mean

and standard deviation of the property Z. The ACF is often used to determine the distance

over which a property exhibits strong correlation. Further, the autocorrelation distance

(l) can be evaluated. The autocorrelation distance (l) is defined as the distance required

for the autocorrelation function to decay from 1 to e−1 (0.3679). On the other hand,

the scale of fluctuation is defined as the area under the ACF (Fenton, 1999). There are

several types of autocorrelation functions which include white noise, linear, exponential,

squared exponential, and power autocorrelation functions (Baecher and Christian, 2003).

To demonstrate the effect of auto-correlation length, hydraulic conductivity in aquifer

system is identified as a spatially varying property and modelled as a random field. From

the Figure 3.10 (i), it can be noticed that for a auto-correlation length of 0.5 m, the ran-

dom field is rough. This is because, as l→ 0, all points in the field become uncorrelated

with one another and the field becomes infinitely rough. This is physically unrealisable,

however, as the auto-correlation length increases, the field becomes smoother (Griffiths
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and Fenton, 2006). As the auto-correlation length increases they become smoother (Fig-

ure 3.10(ii)). Here, as l → ∞, all points in the field become completely correlated (for

finite-scale correlation functions). If the field is stationary, this means that the random

field becomes completely uniform (i.e, each realization is composed of a single random

variable (traditional soil model).

(i)

(ii)

Figure 3.10: Realization of random field (i) Rough field (ii) Smooth field
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3.4.1 Random field discretization

The random field Z (represented as an infinite set of random variables) has to be dis-

cretized in order to generate a finite set of random variables that can be allocated to the

discrete points. If the finite element / finite difference method is the method used in the

mechanical analysis, it is convenient to evaluate the random field values in the same way

as the finite element / finite difference model (i.e. at the nodes of the deterministic mesh

or at the element mid points of this deterministic mesh). The discretization methods can

be divided into three main groups (Sudret and Der Kiureghian, 2000). They are mainly

categorized into three groups (Al-Bittar, 2012). They are

1. Point discretization methods: In this category, the random variables χ j are selected

values of Z at some given points X j. The methods under this category include mid

point method, shape function method and integral point method.

2. Average discretization methods: In this category, the random field in each element

of the finite element / finite difference mesh is approximated by a constant com-

puted as the average of the original field over that element. The methods under this

category include spatial average method and weighted residual method.

3. Series expansion methods: In this category the random field is approximated by

an expansion that involves deterministic and stochastic functions. The realization

of random field H(x,θ0) over a complete set of deterministic functions are ex-

panded and discretized further by truncating the series into finite number of terms.

The methods under this category include Karhunen-Loeve (K-L) series expansion

method, Orthogonal series expansion (OSE) method and Expansion optimal linear
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estimation (EOLE) method.

The first two categories of methods lack in achieving an optimal solution as the number

of random variables needed to discretize the random fields using these methods are mesh

dependent. Conversely, the series expansion methods provide the optimal number of

random variables needed to accurately discretize the random field. So, in this thesis, K-L

expansion method is used for the discretization of random field. This method is explained

in the following section.

3.4.1.1 Karhunen-Loeve series expansion

This method is based on spectral decomposition of auto covariance function Chh(x1,x2))=

σ(x)σ(x1)ρ(x1,x2). The deterministic function over which the random field H(x,θ0) is

expanded is defined by an eigen value problem.

σ
2

a∫
−a

exp
[
−|x1− x2|

lx

]
φ(x1)dx1 = λφ(x2) (3.33)

The covariance kernel is bounded, symmetric and positive definite and due to this property

the eigenfunctions are orthogonal and form a complete set. Any realization of H(., .) can

be expanded over this basis which is given by

H(x,θ) = µx +
∞

∑
n=1

√
λnξn(θ)φn(x) (3.34)

where ξn(θ) denotes the coordinates of realization of random field corresponding to the

deterministic function φn(x). Further, ξn becomes a numerable set of random variables

by taking into account all the possible realizations of the field. In the process of solving

the the covariance matrix the expectation of random variables is given by E[ξi,ξ j] =
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δi j, where δi j is Kronecker delta function. This implies that the random variables are

orthonormal. By truncating the series given in equation (3.34) upto mth term gives the

approximated random field as

H(x,θ) = µx +
m

∑
n=1

√
λnξn(θ)φn(x) (3.35)

Equation (3.35) can be solved analytically only for few auto covariance functions and do-

main geometries. In this method, estimation of the random variables in the series becomes

easier due to the orthonormality of eigen function, the mean square error of covariance

function can be minimized making it simpler to achieve optimal solution, the eigen values

are not gathered around non-zero values which makes it easier for truncation of the series

(Sudret and Der Kiureghian, 2000). Close form solutions are developed for triangular and

exponential covariance functions for one-dimensional homogeneous fields for a domain

[−a,a] (Spanos and Ghanem, 1989; Ghanem and Spanos, 1991). One of these solutions

for a one-dimensional random field with an exponential covariance C(x1,x2) kernel is

briefly presented below. The integral equation to solve the for eigen values and eigen

functions is given by

a∫
−a

e−b|x1−x2| f (x2)dx2 = λ f (x1) (3.36)

x∫
−a

e−b|x1−x2| f (x2)dx2 +

a∫
x

e−b|x1−x2| f (x2)dx2 = λ f (x1) (3.37)

By double differentiating equation (3.37) with respect to x1, it becomes

λ f ′′(x) = (−2c+ c2
λ ) f (x) (3.38)
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where c is the reciprocal of auto-correlation length. By introducing a new variable, ω =

2c−c2λ

λ
, the above equation becomes,

f ′′(x)+ω
2 f (x) = 0 −a≤ x≤ a (3.39)

By substituting boundary conditions c f (a)+ f ′(a) = 0 and c f (−a)− f (a) = 0 in ordinary

differential equation given in equation (3.39), the following transcendental equations are

obtained given by

a1(c−ωtan(ωa)+a2(ω + ctan(ωa)) = 0 (3.40)

a1(c−ωtan(ωa)−a2(ω + ctan(ωa)) = 0 (3.41)

By assigning determinant of homogeneous system of equations (3.40) and (3.41) to zero,

transcendental equations are obtained and they are given as

c−ωitan(ωiax) = 0 for i odd

ωi + ctan(ωiax) = 0 for i even

(3.42)

The transcendental equations (3.42) are solved for eigen values and eigen functions. They

are presented below.

Eigen value

λi =
2cσ2

ω2
i + c2 (3.43)
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Eigen vector

φi =
cos(ωix)√

ax +
sin(2ωiax)

2ωi

for i odd

φi =
sin(ωix)√

ax− sin(2ωiax)
2ωi

for i even

(3.44)

Equations (3.43) and (3.44) are the eigen values and eigen functions respectively. The

quality of the representation calculated from equation (3.35) is decided based on the trun-

cation order. It is necessary to define analytically the accuracy of such approximation.

The discretization is assumed to be accurate if, for a given truncation order, the error with

reference to the relevant properties of the random process is less than a proper target ac-

curacy. In the case of a gaussian random field, the error estimate of the K-L expansion

with m terms can be calculated as follows (Sudret and Berveiller, 2008).

ε = 1−

m
∑

i=1

√
λiφi(x)ξi(θ)

σ2 (3.45)

To demonstrate the functionality of K-L expansion for an exponential covariance function

the the following example is considered. A one-dimensional horizontal Gaussian random

field with auto-correlation length of 1 m, is generated in the interval [-0.5 m, 0.5 m] using

the above set of equations. The covariance function is presented in Figure 3.11. The

roots of the transcendental equations are evaluated and presented in the Figure 3.12. The

odd and even roots are substituted in equations (3.43) and (3.44). The eigen values and

eigen functions are estimated and plotted in Figures 3.13 and 3.14. By substituting the

eigen values and eigen functions in equation (3.35), the error versus number of terms to

be truncated is determined.
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Figure 3.11: Exponential covariance function

Figure 3.12: Roots of the transcendental equations
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Figure 3.13: Eigen functions φ

Figure 3.14: Eigen values λ
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Figure 3.15: Error estimate versus different orders of expansion (exponential function)

From Figure 3.15, it can be noticed that when the number of terms increased from

four to ten, the error estimate reduced from 0.11 to 0.04. The ease of computing all the

components of random field using K-Lexpansion is presented in this example and the

same equations are used in the present thesis.

3.5 Meta-modelling techniques

The design of complex geo-environmental systems is a daunting task as they involve de-

scription of the underlying physical and chemical processes in the form of mathematical

equations and most importantly, the randomness that entails the input parameters in the

form of computationally intensive mathematical / numerical models. Meta-modelling

techniques are introduced to handle such systems. The meta-models approximate the
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original model response with a cheaper surrogate version. The advantage of using a surro-

gate modelling technique is that, the uncertainty quantification methods that need a large

number of simulations of the model, such as Monte Carlo methods, can be employed.

However, the construction of an accurate surrogate model can be difficult. Some of the

interesting meta-modelling techniques available in the literature include, the Response

Surface Methodology (RSM) (Box et. al., 1978; Montgomery and Myers, 1995) which is

one of the popular methods for constructing simple approximation of complex numerical

model using polynomial regression, kriging method (Sacks et. al., 1989; Booker et. al.,

1999) which is based on interpolation and finally the Polynomial Chaos Expansion (PCE)

(Spanos and Ghanem, 1989; Isukapalli et. al., 1998; Xiu and Karniadakis, 2002; Sudret

and Berveiller, 2008; Huang et. al., 2009; Blatman and Sudret, 2010), which in essence

provides a rigorous approximation of complex numerical models with decent computation

effort. In the next section, the process of employing RSM is briefly discussed, followed

by a detailed presentation of the PCE methodology which is the meta modelling technique

(also called stochastic response surface method) applied in this thesis.

3.5.1 Response surface method

Response surface methodology (RSM) is a collection of statistical and mathematical tech-

niques used for developing, improving and optimizing process (Box and Draper, 1987;

Myers et. al., 2009). In this method, a functional relationship is established between the

response of interest and its associated input variables. The functional relationship is de-

veloped based on regression analysis. The choice of the design of experiments (selection

of points where the response has to be evaluated) affects the accuracy of design and com-

putational cost of constructing a response surface. Hence, different methodologies are
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developed for an optimal design. The formulation of response surface equation hinges on

the interactions of input variables for a set of combinations (design of experiments). The

system response R(x) can be approximated by an explicit function of the random vari-

ables. The most popular form of this function is a second order polynomial model, which

can be expressed as:

R(x) = a0 +
m

∑
i=1

aixi +
m

∑
i=1

bix2
i (3.46)

where xi are the random variables, m is the number of random variables; ai, bi are coef-

ficients obtained by the least squares method. In this method, the sum of the squares be-

tween the predicted values RRSM(x(i)) and model values R=
{

R(x(1)), ...,R(x(p))
}

(where

p is the number of sample points) is minimized. It should be emphasized that, second or-

der polynomial used in the RSM method cannot provide good approximation for highly

non-linear models. In such cases, higher-order polynomial response surfaces have to

be generated to approximate the behaviour, nonetheless, instabilities may arise (Barton

1992). Additionally, they require large number of sample points and the computational

time increases enormously leading to an ineffective result from RSM.

3.5.2 Stochastic Response surface method

The stochastic response surface method (SRSM), an extension of the traditional response

surface method has been successively applied in many areas of research (Li et. al., 2011).

Isukapalli (Isukapalli 1999) introduced SRSM for uncertainty propagation analysis in en-

vironmental and biological systems. The basic concept of uncertainty propagation in this

method is to represent the model response as a function of the input parameters (in stan-

dard normal space) using polynomial chaos expansion. The three steps followed in SRSM
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are (1) representation of inputs of the model (2) representation of output of the model and

(3) estimating the coefficients of output polynomial. Further the statistical properties of

the output are estimated. SRSM replaces the complex numerical model with an approxi-

mated less-expensive surrogate model. Let us consider a model qr = F(pr) , where pr is

the vector of random inputs and qr is the vector of outputs / output metrics. The output

vector qr is represented as a function of pr = h(δ )(random variables (rvs) transformed to

independent identically distributed (iids) sequence of standard normal random variables

(srvs),δ ). The functional representation of the output is qr = f (δ ,a) , where ’ar’ is the

parameter vector. Based on the complexity of the model, the parameters / unknown coef-

ficients (’ar’) are estimated in various methods (Galerkin projection method, Monte Carlo

method, regression methods etc). Probabilistic collocation method (PCM) approximates

the unknown output vector by a set of random variables (Tatang, 1995; Webster et. al.,

1996; Huang and Kou, 2007). This method is conditioned on an assumption that the esti-

mates of outputs are exact at a set of collocation points, thus making the residuals at the

points to zero. Many researchers (Huang et. al, 2007; Mao et. al., 2012; Jiang et. al.,

2014) used probabilistic collocation method to model the systems and characteristize the

response of these systems. Sudret (2008) and Mao et. al., (2012) highlighted the method

of choosing the collocation points by the invertibility of information matrix. This is done

by arranging the collocation points into a list with the points closer to the origin placed on

the top. It reduces the computational effort further by reducing the number of collocation

points needed to build the polynomial. Datta and Kushwaha (Datta and Kushwaha, 2011)

carried out uncertainty modelling for a one-dimensional contaminant transport problem

through groundwater and the quantified the uncertainties in input parameters using SRSM

by Galerkin projection method. The polynomial chaos theory assigns the type of poly-
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nomial associated with the distribution (Hermite polynomials for Gaussian distribution,

Legendre polynomials for uniform distribution, Jacobi polynomials for beta distribution

and Laguerre polynomials for Gamma distribution) (Wiener, 1938; Isukapalli, 1999; Kar-

niadakis, 2002; Ghanem and Spanos, 2003). All the input uncertainties are transformed

to iids in standard normal space and the output vector is represented as an expansion of

truncated set of Hermite polynomials with unknown coefficients.

The iid sequence of standard random variables are represented as {δ}n
i=1 n where nn

is the number of independent inputs, and each δi has zero mean and unit variance.The

expressions of the one-dimensional Hermite polynomials are given in Appendix A. The

output vector represented as a multidimensional Hermite polynomials is given by the

equation

F(δ ) = a0 +
nn

∑
i1=1

ai1Γ1δi1 +
nn

∑
i1=1

i1

∑
i2=1

ai1i2Γ2(δi1δi2)+
nn

∑
i1=1

i1

∑
i2=1

i2

∑
i3=1

ai1i2i3Γ3(δi1δi2δi3) · · ·

(3.47)

where F - the output vector , ai1···inn- coefficients to be evaluated, Γ- individual polyno-

mial of the basis, δ = (δi1,δi2 · · · ,δinn) - the vector of independent standard normal ran-

dom variables and Γp(δi1,δi2 · · · ,δinn)- multi-dimensional hermite polynomial of degree

p given by

Γp(δi1,δi2 · · · ,δinn) = (−1)pe
1
2 δ T δ ∂ p

∂δi1∂δi2 · · ·∂δip

e−
1
2 δ T δ (3.48)

The number of unknown coefficients for the polynomial of order p is given by

Pn =
(nn+ p)!

nn!p!
(3.49)
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Based on the order of PCE, the collocation points are chosen at the regions of highest

probability, thereby reducing the number of evaluations. In this method, the determinis-

tic response evaluation and stochastic analysis are de-coupled (Huang et. al., 2009; Liu,

2013; Jiang et. al., 2014). The coefficients are determined by regression method (Isuka-

palli 1999). Based on the regression method, the sets of collocation points ‘N′ are chosen

and the outputs of the model at these points are estimated Y = [Y1,Y2, · · · ,YN ]
T by the

deterministic evaluations. A system of linear equations are constructed as

XAv = Y (3.50)

where Av is the vector of unknown coefficients and X is the matrix of dimension N×P

consisting of Hermite polynomial at the collocation points (Hermite polynomial informa-

tion matrix)and given by

X =



Γ0(δ1) Γ1(δ1) · · · ΓP−1(δ1)

Γ0(δ2) Γ1(δ2) · · · ΓP−1(δ2)

...
... . . . ...

Γ0(δN) Γ1(δN) · · · ΓP−1(δN)


(3.51)

The unknown coefficients are determined by solving the equation (3.50). Further, the

regression based SRSM can be represented as XT XA = XTY and finally the coefficient

vector is given by single value decomposition as A = (XT X)
−1XTY . Once the unknown

coefficients in the Hermite PCE are estimated, the response can be represented as a func-

tion of input random variables by an analytical PCE. The statistical properties of the out-

put response which include probability density functions (pdf), various order statistical
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moments, and correlations between an output and an input, or between two outputs can

be evaluated by post processing the results.

3.5.2.1 Determination of collocation points

The number of collocation points depends on the order of polynomial and the number of

uncertain inputs. The collocation points are placed at the roots of the next higher order

Hermite polynomials (Tatang, 1995; Webster et. al., 1996). For example, for a second-

order expansion, the roots of the third-order Hermite polynomial are 0 and ±
√

3. This

way of selecting collocation points would capture points from regions of high probability

(Tatang et. al., 1997) resulting in less function evaluation with high accuracy. As the order

of PCE and number of inputs increases, the number of collocation points, ′N′ increases.

For an odd order of the polynomial the number of collocation points are increased since

origin is not included (Mao et al., 2012). The total number of collocation points is given

by the combinations of these roots. The number of collocation points of PCE of order p

with nn uncertain inputs is given as

N = (p+1)nn (3.52)

Equation (3.52) generates a system of linear equations where number of equations N is

greater than the number p of unknowns. Suppose, a second order polynomial with five

uncertain inputs is considered, it gives (2+1)5 = 243 collocation points.

3.5.2.2 Validation of PCE

The order of PCE decides the quality of output approximation (Mao et. al., 2012; Ahmed

and Soubra 2012). The goodness of fit of a model is determined by its coefficient of
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determination R2 (to obtain an optimal order of PCE). When R2 = 1, it indicates a perfect

fit of the true model response, whereas, R2 = 0 indicates a non linear relationship between

the true model Y and the PCE model Yapp. The coefficient of determination is estimated

as

R2 = 1−

1
N

n
∑

i=1
[Y (δ (i))−Yapp(δ

(i))]2

var(Y )
(3.53)

where N is the number of collocation points used to estimate the PCE coefficients. The

order of the PCE is successively increased until a sufficiently large value of R2 is obtained.

Further, the convergence property of the PCE order is satisfied when the PCE coefficient

corresponding to a given multivariate polynomial tends to a constant value when the PCE

order increases.

3.6 Methods of reliability analysis

In estimating the performance of any structural system, it is imperative to consider various

uncertainties involved in the process and quantify their effect. Reliability is defined as the

probabilistic measure of the assurance achieved on the performance of a system for a

specified period of time under specified conditions and it is expressed as "reliability index

(β )". The probabilistic measure of its complementary event is called the probability of

failure denoted by Pf . The main purpose of reliability analysis is to evaluate Pf or β

which gauges the adequacy of the system over its lifetime. A typical civil engineering

problem can be formulated primarily as a problem of load (demand) versus resistance

(supply). The condition for a safe system is to ensure that there is enough resistance in

the system to withstand the maximum load applied in its lifespan. Let U and V denote

the load and resistance respectively of a system. The effect of uncertainty is taken into
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account by representing U and V as random variables. In mathematical terms, the event

that represents a reliable system is (V > U) and thus the reliability is given as P(V > U).

In other words, probability of failure is,

Pf = P(V <U) = ∑
∀u

P(V <U |U = u)P(U = u) (3.54)

The continuous random variables U and V are described by their probability distribu-

tion functions PU(u) and PV (v) and their density functions are given by pU(u) and pV (v)

respectively. Assuming that the random variables are statistically independent, the prob-

ability of failure is given by the equation

Pf =

∞∫
−∞

PV (u)pU(u)du (3.55)

Figure 3.16: Probability density functions of random variables load and resistance
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The probability density functions, their overlap region and the Pf are shown in Figure

3.16. With this it is evident that, the form of random variables, the extent of dispersion

and their descriptors (i.e, their moments) are very important in estimating the region of

failure. These random variables are seldom independent and in such cases there exists a

correlation between them described by correlation coefficient. For such cases the proba-

bility of failure is estimated by joint probability density functions given by the equation

Pf =

∞∫
−∞

 u∫
−∞

puv(u,v)dv

du (3.56)

So far the event of failure is given by (V < U) and this event in other terms can be ex-

pressed as (V −U < 0). This means that (M = V −U) specifies the margin of safety

of the system. M is also a random variable and the descriptors of random variable irre-

spective of the distributions of U and V are: mean µM = µU −µV and standard deviation

σM =
√

σ2
U +σ2

V −2ρUV σU σV where ρUV is correlation coefficient. The failure proba-

bility can be represented as P(M < 0) which is given by equation

Pf =

0∫
−∞

pM(m) (3.57)

The safe and the unsafe regions on either sides of the safety margin is presented in Figure

3.17. If random variable M is standard normal, the probability of failure is given by the

equation

Pf = FM(0) = Φ

(
0−µM

σM

)
= 1−Φ

(
µM

σM

)
(3.58)
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Figure 3.17: Probability density function of M

This implies β = Φ

(
µM
σM

)
. When the load and resistance components of a system

are a function of many factors, then their reliability will involve a vector of random vari-

ables (X = [X1,X2,X3 . . .]). The performance / limit state function is generalized into

g(X) = pa(X)− pb(X) where pa(X) and pb(X) are joint distributions of load and resis-

tance respectively. So g(X) = 0 represents an n-dimensional surface called the limit sur-

face and the safe (g(X)> 0)) and unsafe (g(X)< 0)) states are similar to the observations

made in Figure 3.17. The probability of failure of this system is given by

Pf =
∫
(g(X)<0)

. . .
∫

pX1,X2,X3...,Xn(x1,x2,x3, . . . ,xn) (3.59)

When the system is statically independent as mentioned in the earlier cases, the joint pdf

of the multi dimensional integral can be expressed as a product of individual pdfs. It

is nearly impossible to obtain the joint pdf of a correlated system. So alternative meth-

ods have been developed to solve the integral and estimate the reliability of engineering

system over the past few decades. They are broadly categorized into three forms namely:

143



3.6. Methods of reliability analysis

1. Analytical methods: The integral can solved analytically based on the concept

of Taylor series expansion. These methods include first order reliability method

(FORM) (Hasofer and Lind, 1974; Ang and Tang , 1975) , second order reliability

method (SORM) (Melchers, 1999) etc.

2. Surrogate methods: As the dimensionality of the problem increases, analytical

techniques might fail. In such cases, they can be solved using surrogate modelling

techniques like response surface method which closely approximates the perfor-

mance function (Faravelli, 1989; Melchers, 1999).

3. Simulation methods: To meet the computational demands of the complex per-

formance functions, another class of numerical approximation are developed called

the Monte Carlo simulation methods. They include importance sampling (Engelund

and Rackwitz, 1993), Latin Hypercube sampling (McKay et. al., 1979), subset sim-

ulation method (Au and Beck, 2001) and so on.

In the thesis, surrogate methods of modelling have been discussed in the previous section

and the same concept is implemented for estimating the performance function. Meth-

ods of estimating reliability using simulation based techniques are discussed in the next

section.

3.6.1 Simulation methods

Let X be a vector of input variables of dimension d and performance function g(X) =

xp− f (x), then the failure domain (in input space) is defined by

F = {x : g(X)< 0} =
{

x : xp < f (x)
} (3.60)
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In the performance function xp represents the critical threshold. When the engineering

system is complex, then the probability of failure (over the failure domain) is given by

Pf = P(x→ F) =
∫
F

pX(x)dx (3.61)

In these systems the integral cannot be solved analytically as the failure domain is not

explicitly known. Also, since it is not known in advance whether a given point is a failure

point or not (the failure domain F is not known explicitly), the failure criterion must be

checked for all x. In such cases, simulation techniques can be adopted using the equation

Pf =
∫

x→F

I f (x)pX(x)dx (3.62)

where I f stands for indicator function that takes value of 1 if x→ F and 0 otherwise.

3.6.1.1 Direct Monte Carlo simulation

One of the oldest and powerful forms of simulation based methods for estimating the

probability of failure is the Monte Carlo simulation. This statistical sampling technique

was originally developed by Stan Ulam in late 1940s. It is based on the concept of "law

of large numbers" where the empirical average of an iid sequence from a pdf p(x), ie.,

1
n

n
∑

i=1
s(x(i)) converges to its true average i.e., E[s(x)] as n→ ∞. In simple terms, this

method estimates the expectation of a function s : Ξ→ R with respect to the pdf p(x). The

expected value is given by E[p(x)] =
∫

Ξ
s(x)p(x)dx. In the case of reliability problem, the

probability of failure is nothing but the expectation of the indicator function

Pf =
1
n

n

∑
i=1

I(x(i)) (3.63)
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where x(1), ....x(N) are sequence of iid samples from p(x). The key advantage of direct

Monte Carlo simulation (DMC) over numerical integration is that the precision in results

does not depend on the dimension d of the input space. Also, it can handle non-linear

performance functions, the complexities that cannot be handled when using analytical

techniques like FORM / SORM can be easily overcome in DMC. However, in most of the

simulation methods, including DMC, the input variables x are assumed to be independent

and normally distributed. But such cases seldom occur in an engineering system. So,

if the variables are non-normal and correlated they can be transformed to independent

normal space through different methods of transformation. When the joint pdf PX(x) is

known, then Rosenblatt transformation (Rosenblatt, 1952) can be applied while, Nataf

transformation (Nataf, 1962) can be applied when the marginal pdfs and their correlation

structure is specified.

3.6.1.1.1 Accuracy of MCS

It is necessary to know the error underlying an estimated probability (probability of fail-

ure). The number of simulations that leads to a certain accuracy is dependent on the

coefficient of variation of failure probability (COV (Pf )). This is given by

COV (Pf ) =

√
(1−Pf )Pf

nsPf
(3.64)

For low values of Pf , the above equation is approximately 1√
nsPf

. This implies to achieve a

COV (PF) around 10% for a problem with Pf value 10−7, almost 109 samples are required.

One of the limitations of DMC is that, it becomes computationally expensive when the

system becomes complex. In order to improve the efficiency of Monte Carlo methods,

variance reduction techniques have been implemented widely. These techniques improve

146



3.6. Methods of reliability analysis

the precision of the estimates that can be obtained for a lesser number of iterations, i.e., a

smaller value of COV (Pf ) can be attained without increasing ns. One such techniques that

received special attention is the subset simulation method. This method was developed

by Au and Beck (2001) with a simple concept of representing an event with small failure

probability as a product of events of large failure probabilities. This technique helps

in estimating the Pf with lesser number of samples and without compromising on the

accuracy of the estimate.

3.6.1.2 Subset simulation method

Estimating the probability of failure of a rare event is challenging as they have very small

failure probabilities. It becomes unreliable to opt for conventional techniques like Monte

Carlo simulation , FORM / SORM etc as they not only become computationally de-

manding but also leads to questionable results in achieving a convergence towards the

actual solution. An alternative and efficient technique called subset simulation is devel-

oped to estimate the Pf for such rare events (Au and Beck, 2001). The underlying idea

in subset simulation is to break down a rare event into a sequence of frequently occur-

ring events. Let the failure event be F, be a sequence of intermediate events such that

F1 ⊃ F2 ⊃ . . . ⊃ Fr = F . Thus, the failure event is nothing but the intersection of all the

intermediate events (in Figure 3.18) Fj =
j⋂

i=1
Fi j = 1,2, . . .r. By conditioning the event

Fi sequentially, the failure probability P(F) is

P(F) = P(Fr) = P(F1)P
(

F2

F1

)
P
(

F3

F2

)
. . .P

(
Fr

Fr−1

)
= P(F1)P(F2|F1)P(F2|F1) . . .P(Fr|Fr−1)

= P(F1)
r−1

∏
i=1

P(Fi+1|Fi)

(3.65)
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From equation (3.65), it can be noticed that the small failure event is divided into r in-

termediate events and one of the critical steps in this method is the proper sequencing of

events. It is handled in subset simulation suitably as algorithm proceeds. In this method

the input random variables are considered to be independent and normally distributed.

If they are not in independent and identically distributed (iid) sequence of normal ran-

dom variables, they are transformed into iid space by applying any of the transformations

mentioned in the previous section. Contrary to DMC, where sampling the input space

becomes demanding, SS method explores the input space adaptively. To determine P(F1)

standard Monte Carlo (MC) simulation method is used and the conditional probabilities

are estimated by employing Markov Chain Monte Carlo (MCMC) simulation.

Step 1. Estimation of P(F1) :

In the first step, a few iid samples (assume n) are simulated x(1)0 ,x(2)0 , . . .x(n)0 and the corre-

sponding responses (values of performance function) are given by g(x(1)0 ),g(x(2)0 ), . . .g(x(n)0 )

are estimated. The subscript 0 represents the 0th stage of algorithm. As the event being

modelled is rare, these ’n’ samples are not good enough to estimate P(F) but, the infor-

mation taken from the samples help in moving towards the failure region. So, ’n’ samples

are arranged in descending order such that the sample closest to failure is given by x(1)0

and the safest sample corresponds to x(n)0 . Let p ∈ (0, 1) be any number such that np is

integer and the first intermediate failure domain is given by F1 = x : g(x)> g1(x)∗. As a

result, F1 is estimated using Direct Monte Carlo based is equal to p,

P(F1)≈
1
n

n

∑
i=1

IF1(x
(i)
0 ) = p (3.66)
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Figure 3.18: Typical sequence of limit surfaces in subset simulation

A value of p = 0.1 is used in the previous studies and also make F1 a relatively fre-

quent event. The steps followed in Monte Carlo simulation is discussed already in Section

3.6.1.1. In this step the first failure domain is populated to proceed to the next step.

Step 2. Estimation of conditional events P(Fr|Fr−1) :

In the equation P(F) = P(F1)P(F |F1), P(F1) is already known and the remaining condi-

tional probability P(F |F1) needs to be estimated. Using the samples from the previous

step, the samples for the pdf of conditional distribution p(x|F1) are obtained. The condi-

tional pdf is given by the equation

p(x|F1) =
p(x)IF1(x)

P(F1)
=

IF1(x)
P(F1)

t

∏
s=1

γ(xs) (3.67)
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Modified Metropolis algorithm (MMA) is used to sample these conditional distributions.

MMA belongs to the category of Markov chain Monte Carlo (MCMC ) algorithms which

are helpful in sampling from complex pdfs (as above) that cannot be sampled directly.

3.6.1.2.1 Modified Metropolis Hastings algorithm

Let x ≈ p(.|F1) be conditional sample drawn from conditional distribution p(.|F1). To

generate more samples from p(.|F1) MMA is used. The sequence of steps followed in the

algorithm are presented below

1. Generate a candidate sample ψ . For each coordinate s = 1, ..., t.

(a) A proposal distribution defined by qs(.|xs) is considered and samples δs ≈

qs(.|xs) are drawn from the distribution. It is a univariate PDF obeying sym-

metric property which can either follow Gaussian N(xs,σ
2
s ) or uniform distri-

bution U(xs−α,xs +α).

(b) Compute the acceptance ratio rs =
γ(ηs)
γ(xs)

(c) Define the sth coordinate of the candidate sample by accepting r rejecting ηs

ψs =


ηs, with probability min{1,rs} ,

xs, with probability 1−min{1,rs}

(d) Accept or reject the candidate sample ψ by setting

x̃ =


ψ, if ψ ∈ F1,

x, if ψ /∈ F1
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From MMA, the sample x̃ is generated and it follows p(.|F1). When the sample is ac-

cepted, then the new x̃ value is moved to ψ , while it remains at x only when the sample is

rejected. The transition pdf after the candidate samples are generated for the first condi-

tional level is given by the equation

t(x̃s|xs) = q(x̃s|xs)min
{

1,
ψ(x̃s)

ψ(x)s

}
(3.68)

The condition for detailed balance is also verified. In this way the samples from condi-

tional distribution are obtained using Modified Metropolis algorithm.

Step 3: Sampling at higher conditional levels

Among the n samples the first np MCMC samples are sampled from the conditional dis-

tribution using MMA. The sequence of first 1
p samples is Markov chain with stationary

distribution p(.|F1). These conditional samples are schematically shown in Figure 3.8.

The MCMC samples (x(1)1 , ...,x(n)1 ) can be used in the similar way as the Monte Carlo sam-

ples x(1)0 , ...,x(n)0 were used. By using equation 3.66, the conditional probability P(F2|F1)

is estimated.

Step 4: Stopping criterion

Let nF(l) denote the number of samples in the failure region at lth level i.e., nF(l) =

n
∑

k=1
IF(x

(k)
l ). The adaptive scheme of generating the Pf is given by

Pf = plP(F |Fl) (3.69)

As ’l’ is the last conditional level, the conditional probability is estimated by the equation

P(F |Fl) ≈
n
∑
j=1

IF(x
(i)
l ) = nF (l)

n . Also assumption of an estimate for the level probability

and proposal pdf plays an important role in achieving faster pace of convergence which
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are discussed in (Au and Beck, 2001; Zuev, 2015; Papaioannou et. al., 2014). Thus the

steps followed will help in estimating the probability of failure of a rare event.

3.6.1.2.2 Accuracy of SS

To verify the accuracy of failure probability estimated from subset simulation, a set of 25

to around 50 independent simulations are run (Au and Beck, 2001; Ahmed and Soubra,

2012). The results for COV (Pf ) versus Nss and Pf versus Nss are plotted to observe the

level of convergence obtained in each case. The typical trends in these cases are pre-

sented in Figure 3.19. The number of samples per subset that results in low values of

COV (Pf ) and unchanged value Pf will be considered as the simulation with least error for

the corresponding Nss .

3.7 Methods of sensitivity analysis

Sensitivity analysis measures the impact of input uncertainties on the response of the

system. Uncertainty analysis studied so far, focuses only on quantifying uncertainty in

the model output, whereas, the sensitivity analysis attributes the uncertainty in the output

to different sources of input variables and uses the extent of contribution of an input to

characterize its importance. The uncertainties are identified and ranked in order of their

importance (with respect to their impact on the uncertainty of the performance measures).

This ranking becomes the basis for prioritizing data collection and model improvement, so

that, these activities are focused only on those uncertainties that have maximum influence.

It results in the reduction of the most significant sources of uncertainty which will most

likely lead to change the results of the performance assessment (Gallegos and Bonano

1993). Sensitivity analysis can assist modellers in a number of ways, such as detecting
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modelling errors, controlling model uncertainty, and reducing model complexity (Liu,

2013).

(a) (b)

Figure 3.19: (a) Coefficient of variation of probability of failure for different number of
samples per subset (b) Probability of failure for different number of samples per subset

The objectives of a sensitivity analysis are (1) to check whether a given dataset has

adequate details; to determine a parameter given uncertainty of other parameters, (2) to

determine how to allocate limited resources to estimate each parameter as a part of anal-

ysis, and (3) to reduce the number of parameters to be varied or estimated and hence to

reduce computational burden in parameter estimation and uncertainty analysis.

Sensitivity methods can either be local or global. Different methods of local and

global sensitivity analysis were compared in the previous studies (Wainwright et al 2014).

Local sensitivity analysis is usually described by the partial derivatives of the output with

respect to the input parameters. It estimates the value of output by taking into account,

the impact of varying single input variable around a certain value while, the other inputs

are kept constant at their nominal values. Suppose y = f (xi),{i = 1,2...n}, then the local

sensitivity index for parameter i is defined as the scaled partial derivative of y with respect

to xi (Cacuci, 2003). Conversely, global sensitivity analysis considers variations of all

input parameters at the same time. This method is described in the next section.
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3.7.1 Global Sensitivity Analysis

Global Sensitivity Analysis (GSA) essentially involves quantification of effects of uncer-

tainty in the output of a model (numerical or otherwise) with respect to different sources

of uncertainty in the model input (in terms of their variances). Some of the early works

estimated the sensitive parameters by finding the sensitivity of reliability index β (from

FORM, SORM) to equal changes in uncertain parameters (Jang et. al., 1994). Homma

and Saltelli (1996) presented a method of GSA where the Sobol indices are estimated

by decomposing the response variance as sum of contribution of input variance. So, by

assuming an independent set of input random variables δi; {i = 1,2...n}, the variance of

output variable y1 is given by

σ(y1) =
n

∑
i=1

σi + ∑
1≤i< j≤n

σi, j + . . .+σ1,2,...n (3.70)

In the equation (3.70), the first order terms σi represent the partial variance in the output

due to the individual effect of a random variable xi, the higher order terms show the inter-

action effects between two or more random variables. The effect of terms associated with

only one random variable and the terms with both individual effect of a random variable

as well as its interaction with other random variables are presented. Further, a more con-

venient approach developed by Saltelli et al., (2000) and Sobol (2001) to estimate the first

order Sobol index is give by the equation

S(δi) =
var[E(y|δi)]

var[Y ]
(3.71)
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where y is the system response, E(y|δi) is the expectation of y conditional on a fixed value

of δi, and var denotes the variance. Sudret (2008) presented a method of Global Sensi-

tivity Analysis by Polynomial chaos expansion (PCE) and calculated the Sobol indices.

The coefficients of polynomial from CSRSM are post-processed to obtain Sobol indices.

As discussed in the previous section, the response variable is represented as a series of

orthogonal polynomials given in equation (3.47). The mean and variance of the PCE are

Y = E[ f (δ )] = a0 DPC = var[
p−1

∑
j=0

a jΓ j(δ )] =
p−1

∑
j=0

E[Γ2
j(δ )] (3.72)

The multi-variate polynomials are represented as multi-index α = (α1,α2, . . . ,αn) and

the Sobol decomposition of the polynomial is given by the equation

F(δ ) = f0 +
n

∑
i=1

∑
αεIi

fαΓα(δi)+ . . . . . .+ ∑
αεI1,2,....n

fαΓα(δ1,δ2, . . . ,δn) (3.73)

So, the system response is represented by a PCE. Thus, by replacing y in the equation with

the PCE expression, one obtains the Sobol index formula as a function of the different

terms of the PCE .

S(δi) =

∑
βεIi

α2
β

E(Γ2
β
)

DPC
(3.74)

where Ii denotes the set of indices κ for which the corresponding terms Γβ are only

functions of the random variable δi and E(Γ2
κ) =

n
∏
i=1

αi!. The construction of a PCE and

the derivation of the equations providing Sobol indices are illustrated with an example of

a PCE of order p=3 using only M=2 random variables in Appendix A.
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3.7.2 Post processing the results from subset simulation

Sensitivity measures can be estimated by processing the conditional levels in subset simu-

lation (Cadini et. al., 2012). The empirical probability density function (pdf) is estimated

at each conditional level, and compared with the unconditional probability density func-

tion. The underlying concept followed in this method is Bayes theorem, which gives an

indication of how critical the uncertain parameter is in affecting the system failure.

P(F |xp) =
q(xp|F)

q(xp)
P(F) xp = 1,2, ....n (3.75)

In the equation (3.75), it can be observed that, when the conditional pdf P(F |xp) is similar

to the unconditional pdf P(F), then that parameter is insensitive to the system failure.

The change in the sample distributions at different conditional levels with respect to the

unconditional distribution of the parameter represents its influence on the response of the

system. So, the empirical pdf that exhibits maximum shift from the unconditional pdf

represents the most sensitive parameter.

3.8 Concluding remarks

In this chapter, various methodologies adopted in the thesis are discussed in detail. The

framework to develop performance (or safety) assessment model and predict the safety

design of a radioactive waste disposal system are presented elaborately. The different

components of a performance assessment model and detailed set of mathematical for-

mulations for each component (using analytical and numerical methods) that are imple-

mented in the thesis are presented. As an integral part of performance assessment model,
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different forms of uncertainties that need to be considered are presented. The impact

of these uncertainties can be estimated by implementing various uncertainty modelling,

propagating and quantifying methods. The concepts of random field modelling to handle

the spatial variability in geological medium and the meta-modelling technique adopted

for propagating uncertainties have been discussed thoroughly. The methods of reliability

analysis which include Monte Carlo simulation, variance reduction techniques like subset

simulation (which help in estimating safety indicators of performance assessment model)

and the different sensitivity methods used to recognise the critical parameters among the

various uncertain parameters are also discussed.
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Chapter 4

Risk and reliability analysis for near
surface radioactive waste disposal
facilities

4.1 Introduction

The main objective of the radioactive waste management is to adopt efficient strategies

that can isolate radioactive waste from the surrounding environment. Near Surface Dis-

posal facilities (NSDFs) are designed to contain low and intermediate level radioactive

wastes, while, high level wastes are disposed in deep geological repositories. The safety

of a disposal facility depends on how effectively it is designed against release and even-

tual migration into the geosphere. The transport behaviour of radionuclides is a complex

process involving physical and chemical interactions with the surrounding media (in the

form of advection, diffusion, dispersion, adsorption etc). The movement of contaminants

through relatively impermeable soil is quite slow; however, it is conceivable that signifi-

cant contamination might occur in the long term. So, it becomes important to design the

disposal sites such that they prevent the possible contamination of the groundwater sys-

tem in both short-term and long-term (Rowe and Booker, 1985). During the post-closure

phase of near surface disposal facilities, one of the major safety issue is the possibility of
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radiation exposure and environmental impacts over time periods far into the future. Some

effects may be assumed to occur, for example, owing to gradual leaching of radionuclides

into groundwater and subsequent migration through environmental media and transfer to

humans. As a whole, the behaviour of the site and disposal facility may need to be pro-

jected for time periods of the order of hundreds or even thousands of years. Number of

models have been developed in the past to predict the safety assessment of radioactive

waste disposal facilities (Cho et. al., 1992; Kim et. al., 1993; IAEA, 1995; Nair and

Krishnamoorthy, 1999; Rakesh et. al., 2005). In most of these studies, the complexity in

the transport problem is limited to a simple contaminant transport model and the mech-

anism of radionuclide release from the facility is mainly diffusion controlled. Moreover,

mathematical modelling implies many assumptions and estimations, which increase the

uncertainty of the output of radionuclide migration.

For a predictive model that produces reliable results, input data should be accurate

and representative of the real situation in the field (Baalousha and Kongeter, 2006). Fur-

ther, the existence of uncertainty, such as data and model uncertainty greatly affects the

predictive ability of these models. Error in accommodation of physical parameter uncer-

tainty in contaminant transport models casts serious doubts on the ability to accurately

delineate the contamination at a given site (Baalousha, 2003). So, an integral part of the

predictive modelling is uncertainty analysis, due to the inherent uncertainty of the phys-

ical parameters in subsurface contaminant transport problems. This is manifested in the

basic heterogeneity of the geological formations and the uncertainty related to the chem-

ical, physical and biological properties of the contaminant being released and transported

(Hamed, 1996). Further, the long time scales considered in geological disposal reposi-

tory are a key feature making treatment of uncertainties more challenging. Therefore, the
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safety assessment of waste disposal using a deterministic approach could result in either

an underestimation or overestimation of the repository performance. As the transport oc-

curs in extremely complex geological environments, the predictive modelling can be a

complicated task. In such a complicated structural system, the problem of deterministic

analysis by a mathematical model (Kim et al., 1993; Nair and Krishnamoorthy, 1999)

can be overcome by adopting probabilistic methodologies (Kim and Na, 1997; Das and

Zheng, 2000; Huang et. al., 2009; Cadini et. al., 2012).

Stochastic methods have been established as viable tools for analysing contaminant

transport in porous media. These tools can be used to assess the behaviour of radionu-

clide transport in heterogeneous porous and fractured geological media, and to obtain the

estimates of uncertainty associated with predicting radionuclide transport in the subsur-

face (Harter 2000). So, an integrated performance assessment model takes into account

these uncertainties and quantifies their effect on the overall performance of the system

(IAEA). The most common method to handle uncertainty problem is the classic Monte

Carlo simulation method (MCS). Monte Carlo simulations are perhaps the most intuitive,

and for many site-specific studies, statistically the most accurate approach to uncertainty

or risk analysis of contaminant transport in the subsurface (Harter 2000). As the num-

ber of simulations increases, the convergence to the actual solution is ensured. However,

if the probability of failure is small or the number of random variables are large, MCS

becomes time consuming and computationally intensive. Recently many probabilistic

methodologies / variance reduction techniques have been adopted for reliability analysis

which include response surface methods (RSM). An improvement over the basic RSM

methodologies were are developed by vector projection of sampling points (Kim and Na,

1997), constructed response surface in a cumulative manner and used in reliability analy-
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sis of plate structures (Das and Zheng, 2000). Duborg et. al., (2013) adopted meta-model

based importance sampling technique in determining the reliability of structural systems.

Further, sensitivity analysis can be performed to identify the critical parameters affecting

the response of the system (Sudret 2008; Volkova et. al., 2008; Liu, 2013). By integrat-

ing these stochastic methods into the performance assessment model, the model becomes

more realistic and efficient in computation. However, the previous studies have lacked

in exploring these aspects and also the computational effort involved analysing the per-

formance of NSDFs was very high. So, there is need to develop a framework for an

efficient probabilistic performance assessment of NSDFs that systematically analyses the

radionuclide transport process from the disposal facility to biosphere and, resolves the

computational issues by integrating effective techniques in the model.

4.2 Objectives

Keeping the above aspects in the viewpoint, a probabilistic framework for performance

assessment of NSDFs has been developed in this chapter and the objectives of study are:

1. To determine release rate, concentration and radiation dose of radionuclides from

the disposal facility to biosphere through drinking water pathway. To investigate the

influence of the mode of disposal (i.e., single dump and multiple dump) and the di-

mensionality (ie., one-dimensional and two-dimensional) of contaminant transport

model on the results.

2. To develop meta-models by employing collocation based stochastic response sur-

face method (CSRSM) method and determine the statistical properties of response

(dose rate of radionuclide).
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3. To perform reliability analysis using Monte Carlo simulation method and test the

computational efficiency of the mathematical model and meta-model.

4. To employ global sensitivity techniques using PCE-based Sobol indices to identify

the critical parameters contributing to the failure in NSDF’s performance.

4.3 Development of performance assessment model

To understand the functionality of a disposal facility, it is necessary to develop meth-

ods that can predict the possible risk it causes to the human health and the environment

due to exposure to radiation. The international nuclear regulatory bodies like Interna-

tional Atomic Energy Agency (IAEA), Nuclear Regulatory Commission (NRC) and the

national regulatory bodies in India including Atomic Energy Regulatory Board (AERB)

and Bhaba Atomic Research Center (BARC) have developed various strategies to quan-

titatively assess the performance of radioactive waste disposal facilities. A performance

assessment model predicts the future behaviour of a disposal facility. These models entail

identification of scenarios that affect the performance of the disposal facility, quantifi-

cation of the consequence of events and the treatment of associated uncertainties (i.e.,

radionuclide migration to biosphere via geological medium), and comparison of results

(risk, radiation dose etc) with the permissible limits set by the regulatory bodies. So,

the main components of a performance assessment model are (1) Source term model (2)

Repository failure model (3) Geosphere transport model and (4) Radiological model.
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Figure 4.1: Main components of a performance assessment model

Figure 4.1 presents the key components of performance assessment model. In the

figure, it can be noticed that the source term can be evaluated for two cases: single dump

and multiple dump modes. They refer to the modes of disposal practised in different

countries. In single dump mode, the dumping operation in NSDF will be over within 10

to 20 years. In multiple dump mode, the disposal operation of low-level radioactive waste

starts from the inception of nuclear power plants and continues for a long period till their

permanent closure. In countries like Spain and France, single dump mode of disposal

is practised, while, in countries like India, multiple dump mode of disposal is adopted.

The influence of both the modes are explored in this study. After evaluating the source

term, it is required to develop a scenario for barrier system failure followed by release of

radionuclides into geosphere. Once the radionuclides enter the geosphere, it reaches the

human habitat and, the radiation dose and risk values are evaluated at the end-point. As

disposal facility is made of many engineered and natural barriers, a multi-barrier system

is considered to model the safety assessment scenario. The details are presented in the
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next section.

4.3.1 Model for multi-barrier system

The sequence of components in multi-barrier system are top cover, waste container, waste

form, backfill material, bottom cover and the near field geosphere. After proper condi-

tioning, the radioactive waste in the solidified form (waste form) is packed in steel drums

(waste container) and buried in the facility. The top concrete cover ensures a long term

protection from infiltration due to rainfall. The waste containers are disposed over a back-

fill made of soil mixed with clay and the bottom concrete cover which enhances the isola-

tion capacity. The final release of the radioactive waste to the groundwater is retarded by

near field geosphere (unsaturated zone). The model for multi-barrier system is presented

in Figure 4.2.

Figure 4.2: Components of a barrier system
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4.3.1.1 Sequence of failure of barrier system

Though the barrier system is designed for safe environment, a failure scenario may be

encountered due to infiltration. The radionuclide release to the groundwater is estimated

by considering the sequential failure of the barrier system due to ingress of rain water into

the facility. This infiltration leads to failure of top cover (Barrier a), and then, the water

gets in contact with the waste container (Barrier b) leading to corrosion of mild steel.

As the corrosion proceeds, water interacts with the solidified waste (Barrier c) resulting

in leaching of radionuclides from the waste form. The leached radioactivity begins to

migrate through the backfill (Barrier d) and after the failure of the bottom cover (Barrier

e) reaches the geosphere (Barrier f). If the system is assumed to operate without any repair

and the failure is random, the probability density function f (t) is expressed as (Kim et

al.,1993).

f (t) = λexp(−λ t) (4.1)

where, λ is the conditional failure rate (i.e., reciprocal of mean time to failure) and t is

the operation time of the barrier (y). Equation (4.1) represents an exponential probability

distribution for single barrier. So, the failure probability density of the disposal system

can be determined analytically as,

fs(t) =

(
f

∏
i=a

λi

) f

∑
i=a

e−λit

∏
j 6=i

(λ j−λi)

 (4.2)

where fs(t) is the exponential failure probability density of the barrier system (y−1).
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4.3.1.2 Radioactive release rate for different modes of disposal

The release rate of the radionuclide into groundwater for single dump mode is calculated

as,

Rs(t) = Ss(t) fs(t) (4.3)

where is the source term (Bq) Ss(t) = Mexp(−λpt), M is the inventory (Bq) of the ra-

dionuclide corresponding to 50 GWe.y energy production, λp is the decay constant of the

radionuclide (y−1) and t is the time elapsed after disposal (y). In the case of multiple

dump mode, the source term needs to be evaluated in two phases: during the dumping

period and after termination of disposal (post dumping period). Since, the source term

affects the other components of performance assessment, two stages of modelling is done

for multiple dump mode. So, the release rate during dumping period is,

Rd(T ) = Sd(T ) fs(T ) (4.4)

where Sd(T ) = (Q/λp)(1− exp(−λpT )) is the inventory (Bq) during dumping period T

(50 years), Q is the annual disposal rate (Bq/y) of the radionuclide. The release rate for

post dumping period is evaluated as,

Rp(t) = Sp(t) fs(t +T ) (4.5)

where Sp(t) = Sd(T )exp(λpt) is the inventory (Bq) of the radionuclide after time t in years

from closure of the disposal facility ie., post dumping period. Once the radionuclides

release into geosphere, the transport process of radonuclides in geosphere needs to be

modelled to evaluate the concentration of radionuclides.
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4.3.1.3 Concentration reaching the groundwater in single and multiple dump modes

of disposal

As mentioned earlier, the analytical solutions developed for one-dimensional and two-

dimensional contaminant transport are considered for the analysis (Nair and Krishnamoor-

thy, 1997). The governing differential equation of transport include, advection and hydro-

dynamic dispersion (i.e., dispersion due to mechanical mixing and molecular diffusion) is

given in equation (3.4) (chapter 3). For a given set of initial and boundary conditions, the

one-dimensional solution for concentration of radionuclide in groundwater is given by

Cg(x, t) =
exp(−λpt)exp(−(x−Uxt)2/4Dxt)

2πARgθg
√

Dxt
(4.6)

The two-dimensional solution of contaminant transport model with an instantaneous re-

lease of unit activity from a line source is given by

Cg(x,y, t) =
exp(−λpt)exp(−(x−Uxt)2/4Dxt)exp(−y2/4Dyt)

4πHgRgθg
√

DxDyt2
(4.7)

where Dx is the retarded longitudinal dispersion coefficient (cm2/y), Dy is the retarded

lateral dispersion coefficient ((cm2/y), Ux is the retarded groundwater velocity (cm/y), A

is the cross sectional area of aquifer (cm2), Rg is the retardation factor which is 1+ Kdρb
θg

where Kd is the distribution coefficient (ml/g), ρb is the bulk density (g/cc), Hg is the

aquifer thickness (cm) and θg is the effective porosity.

The time dependent concentration of the radionuclide in the groundwater for single dump
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mode is evaluated as a convolution integral,

Cgs(x, t) =
t∫

0

Rs(t− τ)Cg(x,τ)dτ (4.8)

Cgs(x,y, t) =
t∫

0

Rs(t− τ)Cg(x,y,τ)dτ (4.9)

where, t is the time elapsed after disposal and x is the longitudinal distance parallel to the

flow and y is the lateral distance normal to the flow. The equation (4.8) corresponds to

one-dimensional flow and equation (4.9) corresponds to two-dimensional flow. The time

dependent concentration of the radionuclide in the groundwater for multiple dump mode

during dumping period can be evaluated as a convolution integral,

Cgs(x, t) =
t∫

0

Rs(t− τ)Cg(x,τ)dτ (4.10)

Cgs(x,y, t) =
t∫

0

Rs(t− τ)Cg(x,y,τ)dτ (4.11)

Similarly the concentration after the post closure period can be evaluated as

Cgp(x, t) =
T∫

0

Rd(t− τ)Cg(x, t + τ)dτ +

t∫
0

Rp(t− τ)Cg(x,τ)dτ (4.12)

Cgp(x,y, t) =
T∫

0

Rs(t− τ)Cg(x,y, t + τ)dτ +

t∫
0

Rs(t− τ)Cg(x,y,τ)dτ (4.13)

In the above equations (4.10) and (4.12) represents one-dimensional transport model and

equations (4.11) and (4.13) represents the convolution integral for two-dimensional trans-

port model.
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4.3.1.3.1 Input data considered for the study

The low and intermediate level radioactive waste is composed of both short-lived and

long-lived radionuclides. Radionuclides which have half-lives shorter than 30 years are

called short-lived and, the ones with half-lives longer than 30 years are called long-lived

radionuclides. The input data of radionuclides which include the inventory value, half-

life, distribution coefficient and ingestion dose coefficient are presented in Table 4.1. The

barriers of disposal facility and their mean-time to failure are presented in Table 4.2.

Further, the geochemical and hydrological data for the model obtained at the solid waste

management facility at Trombay in Mumbai (Narayan, 1998; Nair and Krishnamoorthy,

1999) are considered for the analysis. They are presented in Table 4.3.

Table 4.1: Input parameters for different radionuclides considered in the model

Radionuclide Half-life (yrs)

Radioactive

waste inventory

(Bq/GWe.y)

Distribution

coefficient

(ml/g)

Ingestion dose

coefficient

(Sv/Bq)

3H 12.3 7.4×1010 0 1.8×10−11

14C 5730 4.81×1012 20 6.2×10−12

59Ni 75000 6.29×1011 100 6.3×10−11

99T c 212000 5.55×108 10 6.4×10−10

129I 1.7×107 1.11×108 1 1.10×10−7

237Np 2.14×106 5.18×105 700 1.10×10−7

239Pu 24400 1.59×1010 2000 2.5×10−7
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Table 4.2: Different barriers and their mean time to failure (MTTF)

Notation Barrier MTTF(years)

A Top cover 25

B Waste container 12.5

C Waste form 300

D Backfill 30

E Bottom cover 15

F Near field geo-sphere RdTr

4.3.1.4 Radiological model

The radiation dose due to the consumption of groundwater and also the risk due to radia-

tion are evaluated from the radiological model. The radiation dose due to the radionuclide

through the drinking water pathway is calculated as the product of concentration of ra-

dionuclide in the ground water, drinking water intake and the ingestion dose coefficient.

For the analysis, the dose limit estimated from the model is compared with the dose limit

recommended by the International Commission of Radiological Protection (ICRP, 1990).

Further, the risk to a member of the critical group from the disposal practice is evaluated

by considering the effect of risk factor and ingestion dose coefficient. The total risk fac-

tor to the public as recommended by International Commission of Radiation Protection

(ICRP) is 7.3×10−5 mSv−1. This risk factor includes risk due to fatal cancer, non-fatal

cancer and severe hereditary effects. The product of the risk factor and the dose received

gives the risk to the critical individual. The estimated risk is compared with the normal

risk in a modern society. The results from radiological model quantifies the performance
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of radioacive waste disposal facility.

Table 4.3: Geohydrological and transport properties considered for the study

Parameter Unit Value

Bulk density (ρb ) g/cc 1.7

Porosity (θg) - 0.3

Longitudinal distance parallel to the flow (x) m 300

Groundwater velocity cm/s 1.16×10−4

Dispersivity (α) cm 100

Thickness of unsaturated zone cm 200

Water intake l/day 2.2

Risk factor mSv−1 7.3×10−5

Aquifer thickness (H) cm 600

Aquifer cross sectional area (A) cm2 1.0×106

Seepage velocity of unsaturated zone (Uz) cm/s 1.16×10−8

4.4 Results and discussion

The domain considered for the analysis is presented in the Figure 4.3. As indicated earlier,

the failure of barrier system leads to release of radionuclides into geosphere. In the Fig-

ure 4.3, it can be observed that, the radionuclides reach the aquifer system and migrates

towards the nearby biosphere. The end-point of assessment is located at a distance of 1.6

km from the facility (Nair and Krishnamoorthy, 1999). To perform the analysis, the four

components of performance assessment model are programmed in MATLAB and the pro-

gram accounts for all the scenarios: single dump - 1D transport model, single dump - 2D
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transport model, multiple dump - 1D transport model and multiple dump - 2D transport

model. By running the program for each case, the results for radioactive release rate, con-

centration of radionuclide in the groundwater, radioactive dose to the critical individual

through groundwater are estimated.

Figure 4.3: Domain considered for the present study

4.4.1 Singele dump mode

The radioactivity release rate of seven radionuclides into the groundwater are computed

using equation (4.3). The evolution of release rate over time is shown in Figure 4.4. From

the figure, it can be noted that the highest release rate is delivered by 14C due to its low

retardation factor and high inventory value. The lowest release rate is delivered by 239Pu

as the retardation factor is high and inventory is low. Except for 3H which is a short-lived

radionuclide, the other radionuclides continue to release their activity for long periods

depending on their half-lives. The total annual release rate of all the radionuclides attain

a maximum of 4×109 Bq/GWe.y at 103 years and declines further to lower levels.
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Figure 4.4: Time history of radioactivity release rate into groundwater for single dump
mode

From two-dimensional dispersion model given in equation.4.7, the radionuclide con-

centrations are computed. The evolution of radionuclide concentration over time at the

end-point shown in Figure 4.5. The results show that the concentration of radionuclide

at any distance depends on radionuclide inventory, half-life, sorption capacity and transit

period to reach that end-point. Since most of the radionuclides considered for the analy-

sis are long-lived, they reach 1.6 km distance with significant concentrations. The highest

concentration is delivered by 14C (1.85−1 Bq/ml) followed by 59Ni (8.3× 10−3 Bq/ml),

129I (1.3×10−4 Bq/ml), 99Tc (8.89×10−5 Bq/ml) and 3H (4.13×10−5 Bq/ml). The max-

imum concentrations of these radionuclides occur between 1× 102 and 2.8× 104 years.

All these four radionuclides are less sorbing. The concentration of the long-lived and high

sorbing radionuclides such as 237Np and 239Pu are 1.18× 10−9 Bq/ml and 5.21× 10−12

Bq/ml respectively which are quite low in comparison to other radionuclide concentra-
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tions.

Figure 4.5: Time history of radionuclide concentration into groundwater at 1.6 km parallel
to flow for single dump mode

During the later periods when the concentration of 14C starts decreasing, the con-

tribution from 59 Ni becomes significant. The time-history of annual effective dose in

groundwater at 1.6 km away from the facility is shown in Figure 4.6. The maximum con-

centration and maximum dose rate values for single dump mode for 3H, 14C, 59Ni, 99Tc,

129I, 237Np and 239Pu are given in Table 4.4. It is observed that the maximum annual dose

is contributed by 129I (1.15× 10−2 mSv) at 1.2× 103 years after disposal, followed by

14C, 59Ni and 99Tc. The doses delivered by 3H, 237Np and 239Pu are low owing to low

ingestion dose coefficient (in case of 3H) and low inventory and high Kd value (in case of

237Np and 239Pu). The dose during the first 150 years is dominated by 3H, between 50

and 1.5×104 years by 129I and beyond 1.5×104 years by 59Ni.
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Table 4.4: Maximum concentration and maximum dose for single dump mode

Radionuclide Maximum concentration(Bq/ml) Maximum Dose(mSv/y) Arrival time of maximum(y)

Singledump mode- 1D dispersion transport model

3H 4.9×10−5 7.14×10−7 1.0×102

14C 2.24×10−1 1.12×10−3 6.0×103

59Ni 1.01×10−2 5.09×10−4 2.8×104

99Tc 1.07×10−4 5.56×10−5 4.0×103

129I 1.54×10−4 1.39×10−2 1.3×103

237Np 1.46×10−9 1.27×10−7 2.0×105

239Pu 6.63×10−12 1.34×10−9 5.0×105

Singledump mode- 2D dispersion transport model

3H 4.19×10−5 6.05×10−7 1.0×102

14C 1.85×10−1 9.29×10−4 6.0×103

59Ni 8.3×10−3 4.15×10−4 2.8×104

99Tc 8.89×10−5 4.57×10−5 4.0×103

129I 1.3×10−4 1.14×10−2 1.3×103

237 Np 1.18×10−9 1.05×10−7 2.0×105

239Pu 5.21×10−12 1.05×10−9 5.0×105

4.4.2 Multiple dump mode

The radioactivity release rate of seven radionuclides into the groundwater is computed

using equation (4.4) and equation (4.5). The trends of release rate evolving over time is

shown in Figure 4.7. The results indicate that, 14C delivers the maximum release rate

and 237Np delivers the lowest release rate in the case of multiple dump mode. The same

trend was observed in single dump mode of disposal. The total annual release rate of all

the radionuclides attain a maximum of 4× 109Bq/Gwe.y at 103 years and then declines
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to lower levels (see Figure 4.7). The maximum concentration and maximum dose rate

values for multiple dump mode of the seven radionuclides are given in Table 4.5.

Figure 4.6: Time history of annual effective dose into groundwater at 1.6 km parallel to
flow for single dump mode

Using the equations (4.6) and (4.7) (i.e., one-dimensional and two-dimensional disper-

sion models), the concentration of radionuclides in groundwater is computed. However,

unlike single dump mode, the concentration and annual radiation dose are computed in

two phases ie., during dumping period and post closure period. Using equation (4.10)

and (4.12), the results of contaminant transport in one-dimensional dispersion model are

calculated. Similarly, by solving the convolution integral in equation (4.11) and (4.13),

the results of contaminant transport in one-dimensional dispersion model is calculated.

From the analysis, it can be observed that, the highest concentration is delivered by 14C

(2.28×10−1Bq/ml) followed by 59Ni (8.28×10−3 Bq/ml), 129I (1.3×10−4 Bq/ml), 99Tc

(8.89×10−5 Bq/ml) and 3H (2.28×10−4 Bq/ml). The maximum concentrations of these
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radionuclides occur between 6× 101 and 6.0× 105 years. The maximum annual dose is

contributed by 129I (1.17×10−2 mSv) at 1.4×103 years after disposal followed by 14C ,

59Ni and 99Tc.

Figure 4.7: Time history of radionuclide release rate into groundwater at 1.6 km parallel
to flow for multiple dump mode

From Table 4.4 and 4.5, it can be noted that, the maximum concentration values of

long-lived radionuclides remains same and unaffected by the mode of disposal. How-

ever, small variations in the values are expected only for short-lived radionuclides like

3H and for short distances from the facility. The dimensionality of transport process

has a marginal effect on the overall concentrations. The concentrations computed from

1D model are slightly higher ( around 16%) than the concentrations computed from 2D

model. The reduction in concentration for 2D model could be because of the dispersion

of radionuclide in both the direction. Also, the effect of uncertainty in evaluation of the

cross-sectional area of aquifer and the assumption of uniform lateral mixing in the ana-
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lytical case affect the results to some extent.

Table 4.5: Maximum concentration and maximum dose for multiple dump mode

Radionuclide Maximum concentration(Bq/ml) Maximum Dose(mSv/y) Arrival time of maximum(y)

Multipledump mode- 1D dispersion transport model

3 H 2.74×10−4 3.9×10−6 1.0×102

14 C 2.28×10−1 1.15×10−3 6.05×103

59 Ni 1.1×10−2 5.09×10−4 2.8×104

99 Tc 1.05×10−4 5.56×10−5 4.0×103

129 I 1.58×10−4 1.39×10−2 1.27×103

237 Np 1.45×10−9 1.28×10−7 2.0×105

239 Pu 6.03×10−12 1.23×10−9 6.0×105

Multipledump mode- 2D dispersion transport model

3 H 2.28×10−4 3.4×10−6 1.0×102

14 C 1.87×10−1 1.57×10−5 6.05×103

59 Ni 8.28×10−3 4.3×10−4 2.8×104

99 Tc 8.89×10−5 4.6×10−5 4.0×103

129 I 1.3×10−4 1.17×10−2 1.27×103

237 Np 1.18×10−9 1.06×10−7 2.0×105

239 Pu 5.21×10−12 1.06×10−9 6.0×105

From the deterministic analysis, it is evident that 14C is one of the critical radionu-

clides that exhibits the maximum concentration in the groundwater. the risk to a member

of critical group is computed as mentioned in section 4.3.1.4. The risk estimated from

the analysis is low in comparison to the risk due to natural catastrophes which falls in

range 10−3 - 10−4 y−1. The average annual dose due to natural background radiation

is estimated to be 2.4 mSv world-wide. The corresponding risk due to natural back-
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ground radiation can be estimated using the ICRP total risk factor (7.3× 10−5 mSv−1)

as 1.8× 10−4 y−1. However, there is a need to incorporate the effect of uncertainty in

modelling the performance of complex systems. The reason being, the impact of these

uncertainties are particularly important in the assessment of several potential regulatory

options. The uncertainty greatly affects the predictive ability of groundwater flow and

contaminant transport models (Chopra, et. al., 2013). So, by accounting for physical

parameter uncertainty in transport models the contaminant plume can be delineated and

the time frames for remediation scheme can be estimated. So, 14C is considered for prob-

abilistic analysis and the various methods implemented for handling the uncertainties in

the system are presented in the following sections.

4.5 Probabilistic analysis

Probabilistic analysis forms an integral of performance assessment model. So, in this

study, the uncertainties in the geological and transport parameters of the medium is char-

acterized propagated and quantified by employing efficient probabilistic techniques. An

overview of the steps followed for the probabilistic analysis is presented in Figure 4.8.

From the Figure 4.8, it can be noted that the random input parameters are propagated

through the system and new surrogate models (meta-models) are constructed based on

collocation based stochastic response surface method (CSRSM). Further, reliability anal-

ysis is employed to quantify the uncertainties and estimate the reliability index for the NS-

DFs.The uncertainties are characterized, propagated and quantified using efficient proba-

bilistic techniques in the next section.
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Figure 4.8: Sequence of steps followed in probabilistic analysis

In this chapter, only parametric uncertainty has been dealt and four critical parameters

have been identified. They are groundwater velocity, distribution coefficient, longitudinal

dispersivity and thickness of unsaturated zone and their variability. The input data of the

type of distribution and ranges of values for the random variables considered are provided

in Table 4.6. In the Table 4.6, ax indicates minimum for uniform distribution; geometric

mean for lognormal distribution; mean for normal distribution. by indicates maximum for

uniform distribution and geometric standard deviation for lognormal distribution; stan-

dard deviation for normal distribution.

4.5.1 Collocation based Stochastic Response Surface Method

To propagate and quantify the uncertainties, collocation based stochastic response surface

method is implemented. The steps followed in this method is discussed in section 3.5.2

of chapter 3. In this method, the complex analytical model is replaced by surrogate model
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which is a function of uncertain input parameters. Based on the order of polynomial

and number of uncertain parameters, the number of terms in the polynomial (surrogate

model) is estimated. For example,the total number of terms in a function with four random

variables and a third order polynomial, is obtained from equation (3.49) as 35.

Table 4.6: Statistical properties of the input parameters considered for the study

Parameter Range ax
by COV (%) Distribution

Distribution

coefficient (ml/g) Kd

10-50 10 30 - Uniform

Groundwater

velocity (cm/s) gw

10−6-10−3 0.0005 0.00025 50 Lognormal

Longitudinal

dispersivity (cm) αL

10-500 255 122.5 48 Lognormal

Thickness of

unsaturated zone (cm) z
100-400 250 75 30 Normal

The annual dose rates of radionuclide are approximated by second and third order

polynomials where each of the four input random variables influencing the response are

transformed to the standard space and take the values of the roots of the univariate Her-

mite polynomials of the higher order. The total number of collocation points decides the

number of simulations required to generated the polynomial. It is calculated from the

equation (3.52). In this study, all the collocation points are used to obtain the coefficients.

To check the accuracy of the surrogate model (approximated polynomial) with the actual

model, coefficient of determination is estimated (from equation (3.53)). The results for

all the four cases are presented in Table 4.7.
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Table 4.7: R2 values for different polynomials

S.No
Order of

polynomial

R2

Single dump

1D

Multiple dump

1D

Single dump

2D

Multiple dump

2D

1
2nd order

polynomial
0.95 0.95 0.95 0.96

2
3rd order

polynomial
0.99 0.99 0.99 0.99

From the Table 4.7 it can be noted that, third order polynomial provided the best pos-

sible output response with an R2 of 0.99. The computation is extended till 4th order poly-

nomial (70 coefficients) which gave approximately the same R2 value as 3rd order. But

owing to more computational effort, the analysis was restricted to 3rd order polynomial.

To check the accuracy of the polynomial functions, direct simulation (using equation

(4.12) and (4.13) from analytical model) is carried out by using Monte Carlo simulation

(10000 runs). Using CSRSM, only 81 and 625 collocation points were sufficient to gener-

ate the second and third order polynomials respectively. Comparisons of second and third

order polynomials with direct simulation for all the four cases are presented in the form

of cumulative distribution function (CDF) of dose rate of radionuclide (14C) in Figures

4.9 - 4.12.
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For one-dimensional case

(i) 2nd order polynomial

(ii) 3rd order polynomial

Figure 4.9: Comparison of Direct simulation with CSRSM for single dump 1D mode of
disposal 183
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(i) 2nd order polynomial

(ii) 3rd order polynomial

Figure 4.10: Comparison of Direct simulation with CSRSM for multiple dump 1D mode
of disposal
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For two-dimensional case

(i) 2nd order polynomial

(ii) 3rd order polynomial

Figure 4.11: Comparison of Direct simulation with CSRSM for single dump 2D mode of
disposal 185
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(i) 2nd order polynomial

(ii) 3rd order polynomial

Figure 4.12: Comparison of Direct simulation with CSRSM for multiple dump 2D mode
of disposal

186



4.5. Probabilistic analysis

The dashed lined in these Figures represents the CDF of annual dose rate estimated

from CSRSM and, the solid line represents CDF of annual dose rate estimated from actual

model (i.e., analytical model). From the plots, it is evident that CDF from third order

polynomial matches well with the actual response. Also, it is observed that, CSRSM

simulated the output distribution (expressed as a function of four variables) from less

number of simulations when compared to direct simulation through Monte Carlo method.

This study demonstrates the computational efficiency of CSRSM.

4.5.2 Reliability Analysis

In a complex structural system like a near surface disposal facility, the amount of radionu-

clide released into the groundwater through drinking water pathway is a major concern

for their post closure safety. To estimate the effect of migration, it is worthwhile to know

the probability of the radiation dose in the drinking water pathway of a particular radionu-

clide reaching an expected value as the parameters for the estimation of dose are random

variables. The expected concentration released into groundwater is also a random vari-

able and it is useful in assessing the risk to human society. Reliability of a system is

defined as probability of safety of the system under given environment and loading con-

ditions. The limit state function, g(X) is defined in terms of the basic random variables

Xi = [X1,X2,X3,X4], and the functional relationship among them. The failure condition is

defined as

g(X) = [Dr−D(X)]< 0 (4.14)

where Dr is maximum permissible radiation dose in the drinking water pathway (the

maximum effective annual radiation dose possible over time) and D(X) is the function
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of the four uncertain input parameters. Monte-Carlo simulations are run to estimate the

probability of failure (Pf ) .

For the reliability analysis radioactive carbon (14C) is considered it delivers the max-

imum concentration in the groundwater. The permissible values of radiation dose con-

sidered in this study for different modes of disposal is assumed as a factored value of the

typical regulatory threshold 1mSv/yr (IAEA, 2011). To get a good estimate of probabil-

ity of failure through this method, 10,000 simulations are run. The Pf for all the cases

are of the order of 10−3. Most importantly, the computational time taken to estimate the

Pf from the analytical solution is very high when compared to that of CSRSM equation.

The efficiency of the probabilistic methodology (CSRSM) in reducing the computational

time is manifested from these values. The Pf values estimated for all the four cases are

provided in Table 4.8.

Table 4.8: Comparison of probability of failure for different cases

Dumping
mode

Number of
simulations

Permissible
value of

radiation
dose (mSv/GWe.y)

Probabilitiy
of failure

Reliability
index

Time for
computation

using
mathematical

equation(s)

Time for
computation

using
CSRSM

equation(s)

Single dump
1D

10000 0.004 0.0075 3.43 2182.4 1.06

Single dump
2D

10000 9.2215×10−4 0.0083 3.39 2357.5 1.07

Multiple dump
1D

10000 7.5553×10−5 0.0085 3.38 2863.5 1.06

Multiple dump
2D

10000 1.5747×10−5 0.0025 3.807 3332.9 1.10

The values of Pf are used to gauge if a reasonable level of assurance (reliability of

system) is achieved in the design. It can be observed that the simulation time taken to

determine the reliability of the system from the analytical solution varies from 2182 -

3332 seconds (nearly 40 minutes). However, when analytical model is replaced with 3rd

order polynomial (from CSRSM), the computation time taken is just one second. So, in
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this chapter, an improved performance assessment model is developed which requires the

computational effort and time over the complex mathematical model. Since the reliability

index is high, the barrier system is designed efficiently and the radiological impact due to

leaching of radionuclide (14C) through drinking water pathway is almost negligible.

4.5.3 Global Sensitivity Analysis

In a contaminant transport process there are many parameters that influence the concen-

tration of contaminant and some of them are critical in affecting its behaviour. Sensitivity

analysis is performed to identify and rank in order of importance the uncertainties with

respect to their impact on the uncertainty of the performance measures of interest. One

of the early works by Cawlfield et. al., (1993) presented a probabilistic sensitivity analy-

sis for a 1D and 2D reactive solute transport in porous media. Sudret (2008) presented a

method of Global Sensitivity Analysis (GSA) by Polynomial Chaos Expansion and calcu-

lated the Sobol indices. In this method, the sobol indices are estimated by post-processing

the polynomial computed from CSRSM. Using GSA (i.e., by post processing the results

obtained from CSRSM), the critical parameters affecting the system are obtained.

Using equation (3.71) in chapter 3, the sobol indices are calculated for all the four

cases. From Figure 4.13, the parameter that has maximum effect in influencing radiation

dose is the distribution coefficient and its sobol index lies in the range 0.38 - 0.42 (for all

the scenarios). The sobol index for thickness of unsaturated zone lies in the range of 0.16-

0.17 suggesting a slight effect of this parameter as well on the radiation dose. The values

becomes slightly lesser for groundwater velocity and almost negligible for longitudinal

dispersivity indicating that these parameters are insignificant in affecting the radiation

dose.
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Figure 4.13: Sobol indices for different modes of disposal

4.6 Concluding remarks

In this chapter, a framework for an efficient probabilistic performance assessment of near

surface disposal facilities is developed. The components of performance assessment

model are programmed in MATLAB to estimate the radionuclide release, radionuclide

concentration, dose rate of radionuclides in groundwater. The mathematical formulations

in this model accounted for the influence of mode of disposal and the dimension of ra-

dionuclide dispersion model to generate four scenarios of modelling. They are single

dump - 1D, single dump - 2D, multiple dump - 1D and multiple dump - 2D models.

Further, uncertainty and sensitivity analyses are carried out to quantify the effect of un-

certainties in the geological and transport parameters of geosphere.
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1. The maximum concentration/release rate in ground water is delivered by radioactive

carbon (14C) and and maximum effective dose is observed in radioactive iodine 129I

in all the four scenarios due to their low distribution coefficient and high half-life

values.

2. Risk evaluated for far field scenario (for seven radionuclides) is compared with the

risk due to industrial failures / catastrophes and it was observed the values are within

safe limits.

3. The uncertainties associated with input parameters (distribution coefficient, disper-

sivity, groundwater velocity and thickness of unsaturated zone) are characterized

and surrogate models are developed using CSRSM for radiation dose as a function

of the input parameters in all the four scenarios. Third order polynomial gave the

best fit for the deterministic model and R2 is 0.99.

4. The probability of radiation dose exceeding the permissible value is estimated as

10−3 for all the cases from reliability analysis. The computational time taken to es-

timate the probability of failure was reduced significantly when the analytical model

was replaced with CSRSM. So, a computationally efficient model is developed in

this chapter to analyse the system’s performance. Since the P f value is low, it can

be assured that the barrier system is designed efficiently and the effect of leaching

of radionuclide (14C) through drinking water pathway is negligible.

5. By performing global sensitivity analysis, the sobol indices for the four random

variables are estimated. In all the four cases, the critical parameter affecting the

model response is determined as distribution coefficient.

191



Chapter 5

Probabilistic analysis of radionuclide
transport for radioactive waste disposal
facilities in soil

5.1 Introduction

In many countries around the world, disposal of radioactive waste in containment sys-

tems is the benchmark solution for radioactive waste management. The safety standards

report for NSDFs (IAEA, 2004) mandates the development of safety assessment models

to protect people and environment. The extent of safety achieved from these model results

decides the approval of the radioactive waste disposal practice. In the previous chapter,

an analytical model was considered to estimate the risk and radiological impact due to in-

trusion of radionuclide into geological medium (soil). The parametric uncertainties were

propagated through the model using meta-modelling techniques and computationally effi-

cient surrogate models were developed. Also, reliability analysis and sensitivity analysis

were carried out to quantify the probability of failure and estimate the critical parame-

ters affecting the safety of barrier system respectively. As mentioned in Section 3.2, each

component of performance assessment model (i.e., source term, repository failure, geo-

sphere transport etc) is a combination of various processes. So, it becomes important to
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identify the critical ones amongst these components that can influence the dose rates of

radionuclides. This can be decided based on the sensitivity of each component to the over-

all response. For example, let us examine the sensitivity of source term and the geosphere

transport. Generally, the source term is used to express the inventory value of the radioac-

tive waste at any given time after disposal. This is conceptually simple when compared

to geosphere transport which requires detailed characterization of the geological medium,

transport parameter values for accurate prediction of the process. In particular, insuffi-

cient characterization of subsurface hydrological and chemical properties of the system

often complicates the development of conceptual models, simulation strategies, and do-

main and boundary conditions. Further, the transport process is affected even more due

to heterogeneity in the soil medium. So, in this chapter performance assessment models

have been developed focussing primarily on simulating the migration process of low and

intermediate level radioactive wastes through a complex, heterogeneous soil medium fol-

lowing the radioactive release from Near Surface Disposal Facilities (NSDFs). Also, this

model aims at quantifying the effect of uncertainties in the form of parameter uncertainty

and spatial variability by adopting advanced probabilistic techniques.

In chapter 4, the geosphere transport modelling through soil was solved analytically

for one-dimensional and two-dimensional domain. However, with the increase in the

dimensionality of the problem, heterogeneity in the medium, fractures in the rocks, sea-

sonal variations in rainfall leading to fluctuations in groundwater table, development of

analytical closed form solutions becomes challenging. So, numerical models have been

developed to address these issues. They provide reliable quantitative evaluations for safety

assessment of disposal systems (Nair et. al., 2010). Also, from section 2.3 of chapter 2,

it is evident that the groundwater flow and radionuclide transport system can be modelled
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efficiently using Finite element and subsurface flow systems (FEFLOW) to predict the

concentration of radionuclide at the end-point of interest in the recent past (Jakimavičiūte-

Maseliene et. al.„ 2006; Chopra et. al., 2013). So, in this chapter, a numerical model for

three-dimensional radionuclide transport in geosphere is developed using FEFLOW.

Uncertainty analysis is an intrinsic part of performance assessment model as they af-

fect the predictive ability of the models. Therefore, it becomes imperative to consider

uncertainty in the geological medium to quantitatively estimate the potential impacts of

radioactive disposal and also judge with what probability the radiation dose exceeds the

permissible limits. There are many sources of uncertainties in existence and, they are

broadly categorized as (1) epistemic and (2) aleatory uncertainties (Baecher and Chris-

tian, 2003; Der Kiureghian and Ditlevsen, 2008). They are discussed in detail in Section

3.3 of chapter 3. The epistemic uncertainty corresponds to uncertainty due to lack of

knowledge in determining the actual model behaviour while the aleatory uncertainty cor-

responds to inherent randomness in the system that cannot be reduced. To address these

uncertainties in the radionuclide transport model, and treat them by implementing appro-

priate probabilistic methods, the analysis carried out in this chapter is broadly divided

into two subdivisions. The first part of the analysis handles parametric uncertainty and

the second part handles spatial variability which is shown in Figure 5.1. In a geological

medium like soil, most of the real world modelling scenarios represent the uncertainty

in the geological and transport parameters due to lack of adequate data which is a clas-

sic example of parametric uncertainty. Failure to accommodate parameter uncertainty

in contaminant transport models causes serious doubts on the capability to delineate the

contaminant front. Studies have been carried out in the past where the parametric uncer-

tainty was considered in the radionuclide transport models (Hoffman and Miller, 1983;
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Chopra et. al., 2013). On the other hand, the very nature of origin of soil leads to spatially

variable geological properties. Most of the previous studies simplify the flow and solute

transport models by assuming the properties to be homogeneous and uniform resulting

in conservative concept of modelling. Some of the recent studies focussed on stochastic

modelling of spatial varying transport properties on the radionuclide transport (Vrankar

et. al., 2004; Huysmans and Dassargues, 2006). But, these studies have not explored the

effect of the heterogeneity in geological medium under the framework of performance

assessment modelling for NSDFs. Also, the quantification of the influence of both para-

metric uncertainty and spatially varying random field on the reliability of these systems

should be studied.

Figure 5.1: An overview of the uncertainties quantified in this study

Once the uncertainties involved in the system are recognised, it becomes useful to

comprehend how the uncertainty (either aleatory or epistemic) can propagate, through

model representation and, estimate their impact on the model outputs. These models can
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be represented in the form of algebraic equations, integral equations, differential equa-

tions or a combination of all of them. The choice of method of uncertainty propagation

depends on the computational time taken to run each simulation in the model. They can

be computed using methods like Monte Carlo simulation, response surface methods etc

(Chopra et. al., 2013). Further, a mathematical description of how the computational

results are likely to possess certain values or to lie in a certain range of values, in the

presence of model uncertainty sources can be carried out through uncertainty quantifica-

tion methods. For instance, the probability of radiation dose exceeding permissible limit

can by computed by adopting techniques like First Order Reliability Method (FORM) /

Second Order Reliability Method (SORM), and variance reduction techniques like im-

portance sampling, subset simulation method (Au and Beck, 2001; Cadini et. al., 2012).

Furthermore, if uncertainty in a given parameter has a minimal impact on the results, the

value of including it in the Monte Carlo process is outweighed by the additional computa-

tional effort. So, sensitivity analysis needs to be performed to identify the key parameters

influencing the radionuclide transport and also gain a level of confidence in model re-

sults (Saltelli et. al., 2000). In this chapter, all the above mentioned aspects involved in

probabilistic analysis have been integrated to quantify the uncertainties and, enable in the

development of a framework for an efficient performance assessment model.

5.2 Objectives

The general framework of performance assessment for near surface disposal facilities is

developed where, the geosphere transport component is modelled numerically. Uncer-

tainty analysis is carried out using different probabilistic methods and the influence of
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epistemic and aleatory uncertainties are illustrated as two subdivisions in this chapter. In

the first subdivision, the framework for performance assessment of NSDF by treating the

parameter uncertainties is developed and in the second subdivision, the framework for

performance assessment of NSDF under the influence of spatial variability is developed.

The main objectives of this study are:

1. To model the the fate and movement of radionuclides numerically and estimate the

spatial and temporal variations of concentration and radiation dose of radionuclides

using:

(a) A three-dimensional radionuclide transport model that discerns the behaviour

of short-lived (Strontium (90Sr), Caesium(137Cs)) and long-lived radionuclides

(Carbon(14C) and Iodine(129I).

(b) A two-dimensional numerical model to predict the radionuclide transport of

Iodine 129I in spatially variable medium and estimate its radiological impact.

2. To investigate the effect of (i) parametric uncertainties in the transport parameters

due to radionuclide release into the geosphere and (ii) spatially varying soil proper-

ties on the radionuclide transport and their impact on the response of the system.

3. To quantify the effect of both the uncertainties and evaluate the safety limits by

carrying out reliability analysis.

4. To identify the critical parameters amongst the uncertain input parameters that can

cause maximum effect on the performance of the disposal system through sensitiv-

ity analysis.
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5.3 Effect of parameter uncertainty on performance as-

sessment model

Radiological impact assessments depend strongly on mathematical models. The predic-

tions from these models are inherently uncertain due to lack reliable information about the

parameters which will eventually lead to approximation (inexact representation) of real

systems. Proper parameter estimation is difficult because relevant data is seldom avail-

able and these models generally employ a data base of ’default values’ recommended for

use in the absence of site-specific or population-specific data. However, these conserva-

tive values cannot be applied in all the cases. So, by employing stochastic methods, the

parameter uncertainties can be translated into uncertainties in model predictions by treat-

ing the uncertain parameters as random variables from which a distribution of values of

model output is produced. They overcome the limitations of deterministic modelling and

also permit the importance of model parameters on the overall predicted uncertainty. This

indicates that, the inclusion of uncertainty in parameters reflects on the risk and radiation

dose values of performance assessment model (Hoffman and Miller, 1983; Nair et. al.,

2006; Chopra et. al., 2013). The sequence of steps followed to investigate the effect of

parametric uncertainties on the radiation dose are presented Figure 5.2. From the figure, it

can be noted that the uncertainties in geological and transport parameters are propagated

through the numerical model, then, CSRSM, GSA and reliability analysis are employed

systematically to compute the combined effects of these uncertainties.
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Figure 5.2: Framework for performance assessment of NSDF with parametric uncertainty
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By developing python and matlab programs, the stochastic analysis to generate ran-

dom realizations of geological and radionuclide transport parameters and; to estimate the

probability of failure using subset simulation are automated. Before dealing with the

probabilistic part of the analysis, a deterministic performance assessment model needs to

be developed for a three-dimensional radionuclide transport system.

5.3.1 Development of performance assessment model

As mentioned in chapter 4, in any performance assessment model, initially, the pathway

leading to the failure of the radioactive waste disposal system should be identified. Here,

it is assumed that the disposal facility failed due to infiltration of water into the system

that resulted in radionuclide release and transport in geosphere. Once the failure sce-

nario is recognised, the source term and geosphere transport modelling are carried out.

Typically, the critical processes involved in performance assessment are judged based on

sensitivity of the process. In this chapter, the focus is mainly on discerning the behaviour

of radionuclides in the geosphere and its impact on the radiation dose. So, a simple

source term model is considered followed by, three-dimensional radionuclide transport

modelling. Further, the influence of this model and various uncertainties on the overall

response of the system are investigated.

5.3.1.1 Source term model

The source term refers to the inventory of radioactivity (i.e., waste dumped) within the

facility at any given time. The concentration of the radionuclide at the source area can be
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computed using the following equations (Nair et al., 2010)

C(t) =
C(t)

θV R f
exp[−(λp +Kl)t] (5.1)

Kl =
νSr

εV R f
(5.2)

dc
dt

=−(λp +Kl)C (5.3)

with the initial condition C(t = 0) = C0 where C is the inventory of the nuclide (Bq) at

time t; Kl is the leach rate or fractional release rate of the nuclide; λp is the radioactive

decay constant;t is the time (T); L is the length,B is the width and H is the height (m) of

the disposal facility; ν is the infiltration rate of water from the disposal facility (m/s); Sr is

the surface area of the disposal facility (L2); V is the volume of the disposal facility (L3);ε

is the porosity of the soil;C0(t) is the concentration of the nuclide at the source area (Bq);

C(t) is the activity of the radionuclide at time t (Bq); and C0 is the initial concentration of

radionuclides in the disposal facility.

As the source term is modelled numerically in this chapter, this mathematical for-

mulation is assigned as a decaying mass boundary condition (due to combined effect of

radioactive decay and leach rate).

5.3.1.2 Geosphere transport model

The radionuclides released in the geosphere get dissolved in the groundwater and migrate

through the medium. Estimation of the spatial and temporal behaviour of radionuclides

in a three-dimensional medium is more complex as it includes advective dispersive, sorp-

tion and decay components of transport. Numerical models allow the consideration of
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more realistic problems with complex boundary conditions, coupled groundwater flow,

transport of solutes, and geochemical reactions between solid and aqueous phases. So, in

the present study, a numerical model that can translate the conceptualized model based

on these processes is considered. The geosphere transport is modelled numerically using

FEFLOW, a numerical modelling software developed by Diersch (2014). It can handle

multi-dimensional (1D, 2D and 3D) problems with variability in flow (unsaturated/sat-

urated conditions), variable fluid density, coupled /decoupled mechanisms of flow and

transport, reactive species transport and heat transfer problems. The theoretical formu-

lations are based on physical conservation principles for mass, chemical species, linear

momentum and energy in a transient multi-dimensional space and these concepts are dis-

cussed in detail in section 3.2.4.2.2 of chapter 3. The groundwater and contaminant trans-

port from a radioactive waste disposal facility in a 3D space is analysed. The general

governing equation of groundwater and contaminant transport is given by

∂

∂ t
(Rdψ)+5.(qdψ)−5.(D.5ψ)−λpψ = S (5.4)

where ψ = transport quantity (i.e., concentration); R f = Retardation factor; qd = Darcy

velocity field; D = dispersion tensor; λp = decay constant; S= source/sink term.

5.3.1.2.1 Validation with an analytical model

To check the efficiency of the numerical model and the extent of convergence achieved

from the FE mesh refinement, the results from numerical model are compared with an an-

alytical solution. Park and Zhan (2001) developed a closed form solution for contaminant

transport from a point, line and an area source in a finite aquifer system. The governing

202



5.3. Effect of parameter uncertainty on performance assessment model

differential equation is given by:

∂C
∂ t
−Dx

∂ 2C
∂x2 −Dy

∂ 2C
∂y2 −Dz

∂ 2C
∂ z2 +ν

∂C
∂x

+λC = qv(x,y,z, t) (5.5)

Boundary conditions considered are

C(x,y,z,0) = 0 −∞ < x < ∞ −∞ < y < ∞ 0 < z < d

C(±∞,y,z, t) = 0 −∞ < y < ∞ 0 < z < d t > 0

C(x,±∞,z, t) = 0 −∞ < y < ∞ 0 < z < d t > 0

∂

∂ z
C(x,y,0, t) =

∂

∂ z
C(x,y,d, t) = 0 −∞ < x < ∞ −∞ < y < ∞ t > 0

(5.6)

Letqv be a three-dimensional finite source, assumed to be a Heaveside step function

qv(x,y,z, t) =


q0 f (t), if 0 < x < x0,−y0 < y < y0,z0 < z < z1, t > 0

0, otherwise

(5.7)

Equation (5.5) is solved using Green’s function method for the given initial and boundary

conditions (equation (5.6)). The steps followed to achieve the solutions are presented by

Park and Zhan (2001). Thus, the concentration of contaminant for an instantaneous point

source is given by the equation

C(x,y,z, t) =
1

4dπ
√

DxDy

t∫
0

qp(t− τ)exp(−λτ)exp
[
−(x− vτ)2

4Dxτ

]
× exp

[
− y2

4Dyτ

]

×

[
1+2

∞

∑
n=1

cos
nπz0

d
cos

nπz
d

exp
[
−Dzn2π2

d2 τ

]]
dτ

τ
(5.8)

The input parameters considered for the study are presented in the Table 5.1.
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Table 5.1: Model input parameters

S.No Property Value

1 Groundwater velocity (m/day) 0.1

2 Dispersion (m2/day) 0.1

3 Source strength function (g/day) 0.09

4 Time scale (days) 600

By assigning the input values (from Table 5.1) to the model, the movement of contam-

inant over time is computed at a distance of 10 m and 20 m from the source. The results

obtained from equation (5.8) are compared with the results computed from the numerical

model.

(a)
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(ii)

Figure 5.3: Concentration versus time at a distance of (a) 10 m and (b) 20 m from the
source

The concentration versus time plots are presented in the Figure 5.3. Figure 5.3 (a) and

(b) presents the concentration trends at observation points located 10 m and 20 m from

the source. It can be observed that the results from the numerical model match well with

the analytical solution.

5.3.1.2.2 Input data considered for the analysis

The radionuclides considered for the performance assessment modelling analysis are

Strontium (90Sr) and Caesium (137Cs) (short-lived) ; Carbon (14C) and Iodine (129I) (long-

lived). The two long-lived radionuclide deliver very high concentration values (observed

in chapter 4). Hence, they become critical for the analysis involving far field scenarios.

On the other hand, the two short-lived nuclides considered for the study are predominant

in low level radioactive waste and, therefore, their impact needs to be examined for near
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field scenarios. To reduce the high computational time of the model, the inventory val-

ues are reduced to around 100 times the actual inventory value (in Table 5.2). The input

properties of these radionuclides are presented in Table 5.2 and Table 5.3.

Table 5.2: Decaying source concentration and other properties of the four radionuclides
(Nair and Krishnamoorthy, 1999; Rakesh et. al., 2005)

S.No
Type of

radionuclide
Radionuclide

Inventory

(Bq)

Half-life

(yrs)

Distribution

coefficient

(ml/g)

Ingestion dose

coefficient

(Sv/Bq)

1
Short-lived

Strontium 1.4×1012 28.8 220 2.8×10−8

2 Caesium 1.6×1010 30.2 800 1.3×10−8

3
Long-lived

Carbon 4.8×108 5.73×103 20 6.12×10−12

4 Iodine 1.11×106 1.7×107 1 1.1×10−7

Table 5.3: Input parameters to estimate the decaying source concentration

S.No Property Value

1 Infiltration velocity (m/s) 1×10−8

2 Volume of barrier (L × B × H) m3 15 × 2.5×4.8

3 Porosity 0.3

4 Hydraulic conductivity (m/day) 5

5 Drinking waste intake (l/day) 2.2

Figure 5.4 presents the plan and sectional view of the domain and the location of the

point source. The size of the domain considered for short-lived and long-lived radionu-

clides are 200 m × 200 m × 6 m and 1000 m ×1000 m× 6 m respectively. In both the

cases, the domain size is selected based on the criteria that the boundary effects do not

interfere with the transport process (i.e., domain size is greater than the zone of influence

due to advection (vt where v - linear velocity, t - typical time period of interest) and dis-
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persion (
√

Dt where D = αv+D∗ , D∗ - diffusion coefficient, α - dispersivity and v -

linear velocity).

Figure 5.4: Plan and Sectional view of the domain

Figure 5.5: Source concentration versus time

Figure 5.5 shows the decaying concentration trends with time for Iodine, Carbon,

Caesium and Strontium evaluated from equation (5.1). It can be observed that, the con-

centration of radionuclides reach innocuous levels between 104 and 106 years. The max-
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imum time taken to decay is observed in Carbon due to its high half-life value and low

distribution coefficient.

5.3.1.2.3 Initial and boundary conditions

A triangular finite element mesh is generated with 55,496 nodes for Case I and 55,489

nodes for Case II. Th discretized mesh obeys Delaunay criterion (which relies on the

property that no other point is contained within the circumcircle formed by the nodes

of the triangle). In the model, the fluid flow and mass transport conditions are assigned

separately. Initially the model is run for steady state hydraulic head conditions (to stabilize

the steady state hydraulic head values) and then it is run for the transient conditions of

mass transport. In order to simulate the effect of leaching from the disposal facility to

the aquifer in the numerical model, the node corresponding to the source is treated as

an injection well. The other initial and boundary conditions for flow and radionuclide

transport are given in Table 5.4 and equation (5.9).

Fluid flow

Table 5.4: Boundary conditions for fluid flow

Section Type Value Comment

A-E-H-D - - -

A-B-C-D Dirichlet H=150 m
Pervious boundary

(Inflow)

E-F-G-H Dirichlet H = 130 m
Pervious boundary

(Outflow)

B-E-G-C - - -
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Mass transport

C(x,y,z,0) = 0 −∞ < x < ∞ −∞ < y < ∞ 0 < z < d

C(±∞,y,z, t) = 0 −∞ < y < ∞ 0 < z < d t > 0

C(x,±∞,z, t) = 0 −∞ < y < ∞ 0 < z < d t > 0

∂

∂ z
C(x,y,0, t) =

∂

∂ z
C(x,y,d, t) = 0 −∞ < x < ∞ −∞ < y < ∞ t > 0

(5.9)

Figure 5.6: Three-dimensional view of the mesh developed from the numerical model

A schematic of the finite element mesh generated to model the radionuclide transport

and, the input conditions of the model are presented in Figure 5.6. Now, the calibrated

numerical model is used to predict radionuclide transport within groundwater and com-

pute its potential effect on the environment. To discern the effect of distance on the

transport behaviour of radionuclides, their concentration is estimated at different points
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(located away from the source) beyond which their effect becomes negligible. The results

obtained from deterministic analysis are discussed in Section 5.3.2.

5.3.1.3 Probabilistic analysis

The input properties of the transport process in the geosphere i.e., soil medium are treated

as random variables following lognormal distribution. The deterministic transport pa-

rameters are considered as mean values (underlying normal distribution) and presented

in Table 5.5. Stochastic methods are used to characterize and quantify the estimates of

radiation dose for long time scales. The statistical properties of these parameters for four

radionuclides are presented in the Table 5.5. To investigate the effect of these parame-

ters on the radionuclide concentration, the coefficient of variation (COV) and probability

distribution reported in literature have been considered (referred from section 2.4.1 of

chapter 2).

5.3.1.3.1 Collocation based stochastic response surface method (CSRSM)

The uncertainty propagation and quantification are performed using collocation based

stochastic response surface method (CSRSM). The main reason for using CSRSM is to

reduce the computation effort involved in running large number of simulations for tradi-

tional probabilistic methods (Monte Carlo simulation, Latin Hyper cube sampling). In this

method, the response of the system is approximated by a polynomial which is a function

of the input parameters. To represent the radiation dose as a function of the five transport

parameters, a second order approximation is made. The details of procedure is presented

in section 3.5.2. The input parameters are transformed to standard normal space and as-

sumed to take the values of roots of Hermite polynomials of higher order. The number of
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terms for a five parameter second order polynomial is estimated as 21 from the equation

(3.49). A typical five parameter second order polynomial is given by

Y = x1 + x2u1 + x3u2 + x4u3 + x5u4 + x6u5 + x7(u2
1−1)+ x8(u2

2−1)+ x9(u2
3−1)

+ x10(u2
4−1)+ x11(u2

5−1)+ x12(u1u2)+ x13(u1u3)+ x14(u1u4)+ x15(u1u5)

+ x16(u2u3)+ x17(u2u4)+ x18(u2u5)+ x19(u3u4)+ x20(u3u5)+ x21(u4u5) (5.10)

where x1,x2... are the coefficients of the polynomial and u1,u2,u3,u4,u5 are the input

parameters in standard normal space. The results of the meta-model are discussed in

section 5.3.2.

Table 5.5: Statistical properties of parameters

S.No Property
Caesium Stontium Carbon Iodine

Distribution
Mean COV Mean COV Mean COV Mean COV

1
Longitudinal

dispersivity (m)
3 0.09 3 0.09 3 0.09 3 0.09 Lognormal

2
Transverse

dispersivity (m)
0.3 0.09 0.3 0.09 0.3 0.09 0.3 0.09 Lognormal

3 Porosity 0.3 0.09 0.3 0.09 0.3 0.09 0.3 0.09 Lognormal

4
Distribution

coefficient (ml/g)
800 0.1 220 0.1 20 0.1 1 0.1 Lognormal

5
Diffusion

coefficient (m2/s)
5×10−10 0.08 1.11×10−12 0.1 5×10−8 0.08 5×10−8 0.08 Lognormal

5.3.1.3.2 Reliability analysis

To check the probability of radiation dose exceeding the permissible limit, reliability anal-

ysis is carried out for short-lived and long-lived radionuclides. Since the radiation dose

of the radionuclides estimated are very low, subset simulation method is used to find the

probability of failure (Au and Beck, 2003; Cadini et. al., 2012). The main idea of subset
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simulation (SS) method is to represent small failure (rare events) probabilities as a product

of large failure (frequent events) probabilities. The failure probability (Pf ) is estimated

from the equation

Pf = P( f1)P(F1)
r−1

∏
i=1

P( fi+1 fi) (5.11)

where P( fi) - probability of intermediate failure events. During the simulation, the con-

ditional samples are generated by means of a Markov chain designed so that the limiting

stationary distribution is the target conditional distribution of some adaptively chosen in-

termediate event. By doing so, the conditional samples gradually populate the successive

intermediate regions up to the target (rare) failure region. The mathematical formulation

of this method is discussed in section 3.6.1.2. These simulations are run to estimate the

probability of radiation dose exceeding the permissible limit and illustrated in the next

section for two cases (short-lived and long-lived radionuclides). The limit state func-

tion, g(X) is defined in terms of the basic random variables Xi(X1,X2,X3,X4,X5), and the

functional relationship among them. The failure condition is defined as

g(X) = Dr−D(Xi) (5.12)

where Dr is maximum permissible radiation dose in the drinking water pathway and D(X)

is the function of the uncertain input parameters. The permissible radiation dose values

used for the analysis are given in Table 5.6. These threshold values are lower than that

representative of the best practices in other countries. For the simulation the conditional

probability is constantly maintained as P(F1) = 0.1. An algorithm is written and coded in

matlab to run the subset simulation.
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5.3.1.3.3 Sensitivity Analysis

Sensitivity analysis is performed to identify and rank in order of importance the uncer-

tainties with respect to their impact on the uncertainty of the performance measures of

interest. This ranking is then the basis for prioritizing data collection and model improve-

ment, so that these activities are focused on those uncertainties, the reduction of which

is most likely to change the results of the performance assessment (Gallegos and Bonano

1993). Sudret (2008) presented a method of Global Sensitivity Analysis (GSA) by Poly-

nomial chaos expansion to compute the Sobol indices. The coefficients of polynomial

from CSRSM are post-processed to obtain Sobol indices. To reiterate the results obtained

from this method, sensitivity analysis is carried out by processing the conditional levels in

subset simulation. The procedure followed to evaluate the sensitive measures from both

the methods are presented in section 3.7 of chapter 3. The SS method confirms the capa-

bility of examining the range of variability (including regions of rare occurrence) of each

uncertain parameter using MCMC method that gradually populates intermediate condi-

tional levels (Au and Beck 2003). So, the sensitive parameters estimated from both the

methods are discussed in section 5.3.2.

5.3.2 Results and Discussion

The radionuclide transport from an NSDF to geosphere is modelled numerically and the

simulation time periods for the model are varied upto 2,00,000 days (approximately 548

years) for short-lived radionuclides to 30,00,000 days (approximately 8200 years) for

long-lived radionuclides. The time-scale is chosen such that the concentration became

negligible beyond these time periods. The spatial and temporal variations in concentra-
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tions and the annual effective dose rate are computed from the model. The radiation dose

is estimated as the product of concentration of radionuclide, drinking water intake and

ingestion dose coefficient. So, the deterministic analysis results showed that the concen-

tration of radionuclides are highly dependent on the inventory value, their distribution

coefficient and half-lives. Amongst the radionuclides considered in the chapter, Iodine

delivered the highest concentration and radiation dose because of its high inventory value

and ingestion dose coefficient over other radionuclides. Since the source concentration

decays after few years, the concentration at any point reaches a maximum value and

then reduces to zero. The radionuclides Caesium and Strontium decay to innocuous lev-

els beyond 50 m (from the source) due to their high distribution coefficients and short

half-lives. When the distribution coefficient value is high, it retards the mobility of the

contaminant. So, the transit times become longer and, the concentration reduces further

due to decay. The variation of concentration over distance is computed upto 200 m and

50 m for long-lived and short-lived radionuclides. They are shown in Figure 5.7(a) and

5.7(b) (for long-lived) and, Figure 5.8(a) and 5.8(b) (for short-lived). To understand the

pre-peak concentration behaviour of radionuclides, the trends are plotted for time periods

before the arrival of maximum concentration. It can be observed that the concentration

values decrease with the increase in the distance from the source. This can be attributed

to sorption which occurs in the process of contaminant movement. The radionuclides get

sorbed to the neighbouring porous media resulting in lesser concentrations.
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(a)

(b)

Figure 5.7: Concentration versus distance time periods (Pre-peak: Before the arrival of
maximum concentration) (a) Carbon (b) Iodine
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(a)

(b)

Figure 5.8: Concentration versus distance time periods (Pre-peak: Before the arrival of
maximum concentration) (a) Caesium (b) Strontium
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The risk factor due to radiation to a member of public (including risk due to fatal

cancer, non-fatal cancer and severe hereditary effects) recommended by ICRP is 7.3×

10−5mSv−1 (Nair and Krishnamoorthy 1999). The maximum risk values evaluated from

the radiological model are lower than the risk observed from industrial accidents and

natural catastrophes (1× 10−3 -1× 10−4)y−1. Similar trend is observed for all the ra-

dionuclides.

For the time scale considered in the problem, it is necessary to account for the ef-

fect of uncertainties on the concentration of radionuclides. The results from probabilistic

analysis are evaluated by adopting two methodologies. The sequence of steps followed

for uncertainty propagation, quantification and sensitivity analysis using both the methods

are presented in Figure 5.9. They are :

1. In Method 1, the uncertainties are propagated through the numerical model and a

new computationally efficient meta-model is developed that replaces the complex

numerical model. This process is carried out using CSRSM and then the proba-

bility of failure is also estimated by substituting D(Xi) with the surrogate model

in the limit state function. Finally global sensitivity analysis is carried out by post

processing CSRSM results to identify the critical parameters affecting the response.

2. In Method 2, the uncertainties are propagated through the complex numerical model

and the limit state function to estimate Pf is formulated by using D(Xi) as the nu-

merical model. Finally, sensitivity analysis is carried out by post processing subset

simulation results.

217



5.3. Effect of parameter uncertainty on performance assessment model

Figure 5.9: Algorithm for performance assessment using Method 1 and Method 2

Both the methodologies are helpful in performance assessment of disposal systems. It

becomes easier to follow Method 1 when there are lesser number of uncertain parame-

ters. It enables in building surrogate models that reduce the computational difficulties.

Conversely, it becomes computationally challenging to use CSRSM when the uncertain

parameters are more in number(>5). In such cases, Method 2 is efficient.

The results from both the methods are presented subsequently. The parameter un-
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certainty and the model uncertainty (for abstracting the real response of the system) are

propagated using non-intrusive CSRSM to build the surrogate model and represent radia-

tion dose as a function of uncertain parameters.

From the numerical model, for short-lived and long-lived radionuclides, the realiza-

tions of concentration versus time at distances 10 m, 20 m, 30 m and 40 m away from the

source and 50 m, 100 m, 150 m and 200 m away from the source respectively are obtained

and presented in Figures 5.10(a) and 5.10(b); 5.11(a) and 5.11(b). These plots re-iterate

the effect of distribution coefficient on the concentration of radionuclides. As the distribu-

tion coefficient is lower for the long-lived radionuclides, the spread of concentration over

time for these radionuclides (seen in Figure 5.10) is not so wide when compared to the

short-lived radionuclides as seen in Figure 5.10. This effect leads to faster arrival of peak

concentration in the case of long-lived radionuclides than the short-lived ones. A second

order polynomial approximated the response of the system and the R2 value estimated

from equation (3.53) is 0.99 for all the radionuclides. This method helps in quantifying

the model response by describing the probability density function (pdf). Figure 5.12(a) to

5.12(p) shows different distributions (pdf). The pdf of concentration and radiation dose is

observed to follow ’Weibull distribution’ in Case I (Figure 5.12(a) to 5.12(h)) and ’Log-

normal distribution’ in Case II (Figure 5.12(i) to 5.12(p)). The knowledge of the type of

distribution followed by the concentration of radionuclides will reduce the uncertainties

involved in the output and help in improving the efficiency of the performance assessment

model.
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(a)

(b)

Figure 5.10: Concentration versus time trends at 50m, 100m, 150m and 200m away from
the source for (a) Carbon (b) Iodine
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(i)

(ii)

Figure 5.11: Concentration versus time trends at 10m, 20m, 30m and 40m away from the
source for (a) Caesium (b)Strontium
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Figure 5.12: The output distributions of radionuclides at different distances (a) Carbon at
50m (b) Carbon at 100m (c) Carbon at 150m (d) Carbon at 200m (e) Iodine at 50m (f)
Iodine at 100m (g) Iodine at 150m (h) Iodine at 200m (i) Caesium at 10m (j) Caesium at
20m (k)Caesium at 30m (l)Caesium at 50m (m) Strontium at 10m (n) Strontium at 20m
(o) Strontium at 30m (p) Strontium at 50m

Reliability analysis is carried out to estimate probability of failure (Pf ) i.e, the prob-

ability of radiation dose exceeding permissible limit. In equation (5.12), Dr corresponds

to the threshold value; D(Xi) corresponds to surrogate model and numerical model for

Method 1 and Method 2 respectively. It is important to note that, the peak radiation dose

value is critical in estimating Pf . So, the analysis is carried out such that D(Xi) computed

from each simulation corresponds to peak radiation dose (for a given time period). The

results from both the cases are presented in Table 5.6. The probability of failure esti-
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mated from both the methods are same. The Pf values in Table 5.6 indicate that there

is a very low radiological effect to the human habitat due to the release of radioactivity.

The computational time taken to evaluate the results from Method 1 and Method 2 are

also presented in Table 5.6. Since the number of uncertain parameters considered for the

analysis are five, Method 1 is more efficient and the same is illustrated for both long-lived

and short-lived radionuclides. To check the variability of estimates, the sample coefficient

of variation (COV) of failure probability over 25 independent subset simulation runs are

plotted.

Table 5.6: Probability of failure estimated from subset simulation

SNo Radionuclide Permissible

limit(mSv/yr)

Probability of

failure

Computational time (sec)

CSRSM

Method 1

Numerical model

Method 2

1 Caesium 0.85 4.5×10−8 12 121422 (≈ 33 hrs)
2 Iodine 0.77 3.5×10−9 10 260398 (≈ 72 hrs)

(a)
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(b)

Figure 5.13: Coefficient of variation of probability of failure for different number of sam-
ples per subset (a) Iodine (b) Caesium

(a)
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(b)

Figure 5.14: Probability of failure for different number of samples per subset (a) Iodine
(b) Caesium

A comparison is made between the coefficient of variation and number of samples per

subset and the results are presented in Figure 5.13. Also, the effect of number of sam-

ples per subset and probability of failure are presented in Figure 5.14. From the Figures

5.13 and 5.14 it can be observed that in the case of Iodine, 20,000 samples per subset

and 10,000 samples per subset for Caesium enable to obtain a convergent solution (with

a 24% COV). Further, sensitivity analysis is carried out to quantify the effect of the input

parameters in influencing the variance of the response. The advantage of sensitivity anal-

ysis using polynomial chaos based approaches is that the full randomness of the response

is represented in the set of the coefficients. From the analysis, the sensitive parameter

affecting the concentration trends is distribution coefficient and its sobol index lies in the

range 0.814 - 0.93 (for all the cases) in the case of both short-lived and long-lived ra-

dionuclides. It can also be noted that, there is very slight effect of porosity which lies in

the range 0.1 - 0.2 also on the overall response of the system.
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(a)

(b)
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(c)

(d)

Figure 5.15: Sobol indices for all the radionuclides
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From Figure 5.15, it can be observed that as the distance from the source increased,

the Sobol index of porosity increased slightly and there is a decrease in the values of distri-

bution coefficient. This implies that, with the increase in the distance from the source, the

porosity of the medium (i.e., groundwater velocity= Darcy velocity / porosity) becomes

critical. The sensitive parameters are also estimated by post processing the conditional

levels during subset simulation. Figures 5.16 - 5.20 represent the histograms of condi-

tional levels for the five uncertain parameters.

(i) 1st conditional level (ii) 2nd conditional level

Figure 5.16: Shift in the distribution over two conditional levels for longitudinal disper-
sivity

(i) 1st conditional level (ii) 2nd conditional level

Figure 5.17: Shift in the distribution over two conditional levels for transverse dispersivity
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(i) 1st conditional level (ii) 2nd conditional level

Figure 5.18: Shift in the distribution over two conditional levels for porosity

(i) 1st conditional level (ii) 2nd conditional level

Figure 5.19: Shift in the distribution over two conditional levels for distribution coefficient

(i) 1st conditional level (ii) 2nd conditional level

Figure 5.20: Shift in the distribution over two conditional levels for molecular diffusion
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The red trend line refers to actual distribution and the blue trend line refers to em-

pirical distribution (from conditional samples). From the results it can be indicated that,

amongst the five input parameters, distribution coefficient showed maximum shift (left-

ward) with respect to the actual distribution while moving from conditional level one to

conditional level two (within one SS run). Also, the gap between the actual and empirical

distribution increased towards the final conditional level. This suggests that distribution

coefficient displays maximum sensitivity. The inferences made from this analysis are

consistent with the observations made in the previous studies (Nair and Krishnamoorthy,

1999; Volkova et. al., 2008). So far, a integrated performance assessment model that

quantifies the effect of parameter uncertainty is developed. Its safety indicators (radionu-

clide concentration, radiation dose, risk and Pf ) are estimated which suggest that there is

a very low radiological impact due to the radionuclide release in biosphere.

5.4 Effect of spatial variability on performance assess-

ment model

Geosphere is seldom homogeneous or isotropic system. For instance, the formation of soil

is a natural process and due to the surrounding environmental conditions, their properties

also vary from place to place at a given time and, this variability cannot be reduced as it is

a natural phenomenon. The sources of heterogeneity in soil can also exist due to different

depositional conditions and loading histories. However, this variability is rarely taken into

account directly in traditional geotechnical analysis. In the field of contaminant transport

studies, hydrologic properties of aquifers were estimated using homogeneity assumption

because of mathematical challenges associated with the heterogeneity of aquifers. Also,
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spatial averaging of the properties to determine the effective parameters led to inaccurate

representation of soil. In the last two decades, the geotechnical community recognised

these issues and began to use probabilistic methods to take spatial uncertainties directly

into account. The importance of modelling spatial variability has been demonstrated in

the literature (Vanmarcke, 1983; Phoon and Kulhaway, 1998; Phoon and Ching, 2014;

Griffiths et. al., 2015). Also in the field of contaminant transport studies the influence of

spatially varying transport has been recognised (Simmons et. al., 2001). Characterizing

this form of uncertainty impacts the response of the system indicating that there is a

need to understand this impact on performance assessment of radioactive waste disposal

system. So, in this subdivision a predictive model is developed that can compute the

radiation dose in a spatially varying medium and quantify the uncertainties associated

with it. The sequence of steps followed for the analysis are presented in Figure 5.21.

Figure 5.21: Framework for performance assessment of NSDF with spatial variability
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From Figure 5.21, it can be noted that the spatially varying parameter is input to the

numerical model and radiological impact experienced due to spatial variability of soil is

estimated. Further, using python-interface program, the probabilistic methods used to

estimate the failure probability is automated. A detailed discussion of the procedures

involved in each step are presented in following sections.

5.4.1 Random field modelling

The concept of random field can be illustrated by a simple example. When a soil property,

say permeability P is measured at a position x, time t, the property P can be modelled as

P(x, t) = d(x, t)+ e(x, t), where d(x, t) is some deterministic function and e(x, t) corre-

sponds to some measurement error that can fluctuate randomly. The random fluctuations

at each point can be modelled by a set of random variables called the random process.

A random process that is indexed by a spatial variable is called a random field. In other

words, random field is nothing but an indexed set of random variables (Adler, 1981; Van-

marcke, 1983). In the assessment of random fields the data needs to be conditioned and

sense of stationarity (weak stationarity or statistical homogeneity) and ergodicity must be

achieved. The stationarity of random field means that the observations have a constant

mean and an autocovariance which is a function of separation distance (irrespective of

the location points). It can be achieved by trend removal, differencing, and /or variance

transformation (Stuedlein et. al., 2012). The ergodic nature of random field indicates that

the ensemble and spatial averages converge.

To describe a random field, the joint distribution of the random variables {R(x1), . . . ,R(xn)}

for any n and, the location points {x1,x2, . . . ,xn} must be specified. When the field

is Gaussian, the random variables are defined by multivariate normal distribution (with
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statistical parameters mean and covariance). However, for non-gaussian field which is

specified by marginal probability density function and its correlation structure, a non-

linear transformation with an underlying Gaussian distribution needs to be performed

(Papaioannou and Straub, 2012). It is also known as Nataf transformation and the joint

distribution is called Nataf multivariate distribution. To describe Gaussian random field

completely, one-point statistical parameters like mean µ and variance σ2 and their cor-

relation structure ρ needs to be specified. Here, the autocorrelation distance is defined

as the spatial extent within which soil properties show a strong correlation. It is also

represented as the distance up to which the autocorrelation function decays to 1/e. Be-

yond this distance, they can be treated as independent random variables. The exponential

autocorrelation function ρ(x,x′) is given by

ρ(x,x′) = exp
(
−|x− x′|

l

)
(5.13)

In the equation (5.13), l is the auto-correlation length which is expressed as the separation

distance within which two random values (spatially varying property) are significantly

correlated. When the ’l’ value is small, it indicates a strong correlation and viceversa.

This implies that for a homogeneous material l is a large value, while, it is low when

the material exhibits strong variation over small distances. These aspects are discussed

in detail in section 3.4 of chapter 3. In this chapter, the spatial variability of hydraulic

conductivity is modelled as a one-dimensional isotropic and heterogeneous random field.

The heterogeneity is modelled in the system to investigate the radionuclide movement

through the medium. A schematic of random field realizations along a 160 m domain is

presented in Figure 5.22.
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Figure 5.22: Typical set of realizations in spatially variable soil

5.4.1.1 Discretization of random fields

To approximate the mechanics of response of the system in finite element method, spatial

discretization methods were developed (Der Kiureghian and Ke, 1988). The discretiza-

tion aims to replace a continuous random process by a finite set of random variables. They

are categorized into point discretization methods, average discretization methods and se-

ries expansion methods which have been discussed in detail in section 3.4 of chapter 3.

Some of these methods are relatively inefficient in the sense that a large number of ran-

dom variables are required to achieve a good approximation of the field. However, series

expansion methods like Karhunen-Loeve (K-L) expansion and expansion optimal linear

estimation (EOLE) methods have been developed to overcome the above constraints (Su-

dret and Der Kiureghian, 2002). In this chapter, the random field is discretized using

K-L expansion. This method is based on the concept of spectral decomposition of its
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autocorrelation function ρ(x,x′), which is bounded, symmetric, and positive definite. Let

H(x,θ) be random field associated with spatial parameter x ∈ Λ. The set of deterministic

functions over which any realization of the field H(x,θ0) is expanded is defined by the

eigenvalue problem given by

∫
Λ

ρ(x,x′)φi(x′)dΛx′ = λiφi(x) (5.14)

where λi, φi are eigen values and eigen vectors of the auto-correlation function. The series

expansion is given by the equation

H(x,θ) =

[
µ +

M

∑
i=1

√
λiφi(x)ξi(θ)

]
(5.15)

In the case of an exponential autocorrelation function (equation (5.13)), for a one-dimensional

case, the eigenvalue problem (equation (5.14)) can be solved analytically. The derivation

is presented in section 3.4. In this chapter, the parameter is modelled as a log-normal

random field. So the expansion becomes (Cho and Park, 2010)

H(x,θ)≈ exp

[
µln +

M

∑
i=1

√
λiφi(x)ξi(θ)

]
(5.16)

where µln is the mean of underlying normal field. The statistical parameters of log-normal

random field are given as

σln =
√

ln(1+(σ/µ)2)

µln = lnµ−0.5σ
2

(5.17)
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By solving the eigen problem analytically, mathematical expressions for eigen value and

eigen vectors are estimated. Before estimation of these values, the roots of transcendental

equations are estimated. All the mathematical equations are coded in python program and

the stochastic analysis to generate the random field of soil property is automated. For a

domain of 160 m with an interval [-80 m, 80 m] and auto-correlation length of 2 m, a

log-normal random field is discretized using K-L expansion and results are presented in

Figure 5.23 - 5.25. In Figure 5.23, the roots of transcendental equations are estimated

at the points of intersection of curve 1, curve 2 and curve 3 (from section 3.4). The

monotony of decay observed in Figure 5.24 (eigen values) is ensured by the symmetry of

the covariance function, and the rate of the decay is related to the auto-correlation length

of the process being expanded. In Figure 5.25, the first eight eigen functions are plotted.

These functions are orthogonal and complete.

Figure 5.23: Roots of transcendental equations represented graphically
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Figure 5.24: Eigenvalues λn for the exponential kernel and auto-correlation length (lx =
2)

Figure 5.25: Eigenfunctions for the domain −80≤ x≤ 80

The realization of random field for the given auto-correlation length using K-L ex-

pansion is presented in Figure 5.26. This kind of approximation should be performed
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carefully, aiming to represent accurately the random process with the smallest number of

random variables. The number of terms required to approximate random field with least

error requires the truncation of terms. The error is estimated from the equation developed

by Sudret and Bervellier (2008). Using equation (3.45) (in chapter 3), the evolution of

error over the length of the domain is presented in Figure 5.27. Further, the error versus

number of terms used for truncation is presented in Figure 5.28. From the results it can

observed that, the error reduced from 85% to 11% with the increase in the number of

terms from 10 to 300. So, for an auto-correlation length of 2 m, 300 terms are used to

approximate the random field.

Figure 5.26: A typical random field realization obtained from K-L expansion

To understand the effect of auto-correlation length on the random field, five different

auto-correlation lengths (2 m, 5 m, 10 m, 15 m and 20 m) are considered for the analysis.

It was observed that the number of truncation terms required to approximate the random

field reduced with the increase in auto-correlation length. The results for all the above
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auto-correlation lengths are presented in the Table 5.7.

Table 5.7: Number of truncation terms for different auto-correlation lengths

SNo Auto-correlation length (m)
Number of terms

for truncation
Error (%)

1 2 300 11

2 5 250 9

3 10 100 8

4 15 60 8

5 20 30 8

Figure 5.27: Error along the domain for different values of M

This observation indicates that the medium becomes homogeneous with the increase

in auto-correlation length. By generating the random variables according to their trunca-

tion order, the random field is simulated numerically. In the next section, the modelling

procedure followed to develop performance assessment model in a spatially variable ge-
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ological environment is discussed in detail. This analysis quantifies the risk associated

with the radionuclide doses in a spatially varying medium for long time scales by imple-

menting efficient probabilistic tools.

Figure 5.28: Error versus number of terms for series expansion

5.4.2 Development of performance assessment model

The source term component of performance assessment model remains the same as in

the previous case (section 5.3.1.1). It is assigned as a decaying mass boundary condition.

Also, the failure of disposal system is assumed to occur due to infiltration of water leading

to consequent release of radionuclide into geosphere. Further, the geosphere transport and

the radiological impact due to the radionuclides reaching the biosphere are estimated.

5.4.2.1 Geosphere transport model

To simulate a spatially varying medium and explore the effect of radionuclide transport

through heterogeneous system, a two-dimensional numerical model is developed. The
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governing equation of transport remains the same as mentioned in section 5.3.1.2 and, the

numerical modelling process is described in detail in chapter 3.

5.4.2.1.1 Input data considered for the analysis

From the previous analysis, it is clear that among the four radionuclides, long-lived ra-

dionuclide Iodine (129I) delivered the highest concentration. So, the critical one amongst

all the radionuclides is considered in this study. Hydraulic conductivity of the domain is

modelled as the spatially varying property. This geological property has been considered

to model the heterogeneity in the previous studies as well (Sudicky, 1986; Cho, 2014).

The input data considered for the study is presented in Table 5.8 and the source term

decaying with time estimated from equations (5.1) - (5.3) is plotted in Figure 5.29. The

boundary conditions and transport properties of the medium considered for the analysis

are presented in Table 5.8.

Figure 5.29: Source concentration versus time
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Table 5.8: Input data considered for the analysis

Quantity Value

Study domain

Domain length (m) 160

Domain width (m) 160

Hydraulic conductivity (m/day) 0.05

Porosity 0.3

Molecular diffusion (m2/s) 5×10−10

Longitudinal Dispersivity (m) 1

Transverse Dispersivity (m) 0.1

Flow IC and BC’s

Dirichlet-type BC on upstream side (−80≤ x≤ 80,y =−80) (m) 50

Dirichlet-type BC at downstream side (−80≤ x≤ 80,y = 80) (m) 10

A domain of size 160 m × 160 m is modelled in FEFLOW. The sectional view of the

two-dimensional FE mesh is presented in Figure 5.30.

Figure 5.30: Domain considered in the present study

The finite element mesh is generated with 25,921 nodes. The fluid flow and mass
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transport conditions are assigned separately. So, the contaminant transport process is sim-

ulated numerically as a coupled flow and mass transport. To model the effect of leaching

from the barrier to the aquifer, the source is treated as an injection well. The concentra-

tion and radiation dose of the radionuclides are computed at a distance of 80 m from the

source.

5.4.2.2 Probabilistic analysis

The random nature of hydraulic conductivity can have an impact on the radionuclide con-

centration, radiation dose and risk over spatial and temporal scales. In this analysis, the

influence of spatial auto-correlation length, coefficient of variation and the time of arrival

of maximum concentration are investigated. Also, to quantify the effect of spatial vari-

ability, reliability analysis is carried out to estimate probability of failure. In the following

section, the process of integrating K-L expansion and subset simulation is presented.

5.4.2.3 Integrating the K-L expansion and subset simulation

To estimate the failure probability, subset simulation and K-L expansion are linked. This

methodology is presented by Ahmed and Soubra (2018). The general algorithm of subset

simulation remains the same as mentioned in section 3.6.1.2. Also two critical steps are

introduced to integrate both the methods and they are presented below:

1. To substitute the vector ξii=1,...,M, generated in the first step of subset simulation, in

K-L expansion. Then, assign these values at the centres of the different elements of

the deterministic finite element mesh to simulate the random field.

2. By assigning these values to the mesh a new deterministic model (i.e., realization)

is created each time and the corresponding system response is computed.
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This process is repeated till the random field generated from the random variables belong-

ing to the last failure region are estimated. The process of integrating both the methods is

coded using python programming interface and automated.

5.4.3 Results and Discussion

To investigate the influence of spatially variable medium on the radionuclide transport,

hydraulic conductivity is modelled as a log-normally distributed random field with an ex-

ponential autocorrelation function. The random field is discretized using K-L expansion

and the results were presented in section 5.4.1.1. The numerical model corresponding

to spatially varying medium with a auto-correlation length of 2 m is considered as de-

terministic case. The sectional view of heterogeneous domain are presented in Figure

5.31.

Figure 5.31: Spatially varying hydraulic conductivity along the domain

From the figure, it can be observed that there is varying hydraulic conductivity (indi-

244



5.4. Effect of spatial variability on performance assessment model

cated by the colour spectrum). However, the hydraulic conductivity is same at a particular

point in both x and y directions confirming the isotropic nature of the medium. So, it is a

one-dimensional heterogeneous, isotropic system. The radionuclide concentration trend

extending over space and time are plotted and the deterministic results are presented in

Figure 5.32. The concentration trends are computed at 80 m, 100 m and, 200 m from the

source. The results indicate that there is almost 15% decrease in peak concentration value

with the increase in distance from the source. Also, the time of arrival of peak concen-

tration increased with the increase in the distance from the source. The results present a

strong influence of the heterogeneity in the medium on the resultant concentration. The

radiation dose and risk computed from the formulation for radiological model are com-

pared with the risk due to natural catastrophes and, it was observed that they were within

the safe limits.

Figure 5.32: Concentration versus time for various distances

Since it is known that a deterministic design presents conservative results, attention is

also drawn to understand the probabilistic behaviour corresponding to different values of

the spatial auto-correlation length. To demonstrate the effect of variability on the resul-

245



5.4. Effect of spatial variability on performance assessment model

tant concentration trends, a set of Monte Carlo simulations are run (for spatially varying

medium (llnx = 5 m, COV = 50%)) and the realizations are presented in Figure 5.33. In

the Figure 5.33, homogeneous case refers to constant hydraulic conductivity in the entire

medium. As mentioned earlier, the figure shows that in the deterministic case (i.e., homo-

geneous and realization at mean), the results are within the safe limits. Further, among

the deterministic cases it can be noticed that, the concentration value is lesser in homoge-

neous case (black line) than the spatially variable case (red line). Overall, in the spatially

variable case, the fluctuations in radionuclide concentrations are very high. There is a

variation of almost 50% when compared to deterministic case results.

Figure 5.33: Concentration versus time for various cases

Further, the radionuclide concentration contours at the end of 200 years for a homo-

geneous and different spatially variable cases are compared and presented in Figure 5.34.

The end-point is located at 80 m from the source and marked as ’×××’ in the figure. The

concentration contours for a homogeneous medium is presented in Figure 5.34 (a) and

spatially varying medium in Figures 5.34 (b) - (d). The contours are more spread out in

Figure 5.34 (a) indicating more dispersion and concentration at the end-point in this case

246



5.4. Effect of spatial variability on performance assessment model

than the other cases (Figure 5.34 (b) -5.34 (d)). Also, a faster rate of movement of ra-

dionuclide can be noticed in the homogeneous medium than a spatially varying medium.

This is because, the flow of radionuclide is mainly driven by advection, and, any factor

promoting advective process influences the resultant concentration reaching the end-point

of the domain. In fact, when the hydraulic conductivity is high, it indicates high seepage

velocity which affects advection and mechanical dispersion. The fluctuations in conduc-

tivity are frequent in a spatially varying medium leading to a slower rate of flow and lower

concentration. To illustrate this effect, the concentration spread along x and y directions

for 2500 Bq/m3 contour are measured and the results are presented in the Table 5.9.

Table 5.9: Dispersivity for a 2500 Bq/m3 contour with varying a auto-correlation length
and coefficient of variation

Case Random field, SPV∗
Dispersivity (m)

Longitudinal Transverse

(a) Homogeneous medium 57 14

(b) SPV llnx = 5 m; COV = 50% 51 12

(c) SPVllnx = 5 m; COV = 10% 49 11

(d) SPVllnx = 2 m; COV = 50% 45 10

∗SPV- Spatially varying field

In the case of homogeneous medium, the longitudinal dispersivity is 57 m (from Fig-

ure 5.34 (a)) and for different cases of spatially varying medium it is 45 m, 51 m and

49 m respectively (from Figures 5.34 (b), 5.34 (c), 5.34 (d)). The dispersion is highest

for homogeneous case and reduces in spatially variable case. Amongst the heterogeneous

cases considered, the dispersivity decreased with the decrease in auto-correlation length.

The same trend is observed for both longitudinal and transverse dispersion. These obser-
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vations reiterate the influence of spatially variability on the radionuclide transport.

Figure 5.34: Concentration contours in (a) Homogeneous medium (b) Spatially varying
medium (llnx = 2 m ; COV = 50%))(c) Spatially varying medium (llnx = 5 m ; COV =
50%) (d) Spatially varying medium (llnx = 5 m ; COV = 10%)))

248



5.4. Effect of spatial variability on performance assessment model

5.4.3.1 Influence of auto-correlation distance and coefficient of variation on Pf

The influence of auto-correlation length and coefficient of variation (COV) on the radi-

ation dose reaching a certain point of interest are also investigated. The probability of

radiation dose exceeding its permissible value is determined using Monte Carlo simula-

tion and subset simulation methods for different cases of auto-correlation length and COV

values. Results are presented in Figure 5.35.

Figure 5.35: Probability of failure for different number of samples per subset

The range of Pf varied from 10−9 - 10−1. The results show that, as the COV of the

random field increased, the probability of failure of the system also increased. Similar

observations were made in the previous studies (Fenton and Griffths, 2006; Haldar and

Babu, 2008). From the Figure 5.35 it can be noted that, the probability of failure increased

with the increase in correlation distance. In the figure, an increase in auto-correlation

length from 2 m to 5 m, showed reduction in failure probability by a factor of 104. Further,

with an increment of llnx from 5 m to 10 m and more, the Pf value is reduced by 10 times

which is not very significant. So, the influence of the auto-correlation distance for the

problem considered in the study is highest between 2 m - 5 m. When the medium is
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quite erratic (i.e., small auto-correlation length), the scale of transition in the conductivity

values become more often along the length and cause the radionuclide to travel slower.

However, when the medium is smoother (i.e., large auto-correlation length), it becomes

less heterogeneous, and thus, allows the radionuclide to move faster. The probability of

failure (Pf ) is estimated for a homogeneous soil and as mentioned earlier, it is higher than

that of Pf for spatially varying soil. As the auto-auto-auto-auto-correlation length of the

random field increases it becomes more homogeneous and leads to the same behaviour as

homogeneous soil.

In spatially variable soil, radionuclide concentration becomes independent of variance

at very high auto-correlation length and tries to attain a value close to the homogeneous

case. The solid and the dashed black lines are for the homogeneous case. The studies

carried out by Srivatsava et. al., (2009) support the observations presented in the present

analysis. Also from the design point of view, it is necessary to model heterogeneity in

soil in order to assess the risk associated with the radionuclide migration precisely. From

the model results, it can be inferred that by assuming a medium to be homogeneous, a

high Pf value is obtained, but, in reality (i.e., heterogeneous medium), the Pf is quite low.

Since the extent of heterogeneity also influences the safety of the system, it is advisable

to model a realistic spatially variable medium to understand the behaviour of radionuclide

transport.

The extent of influence coefficient of variation has on Pf is estimated from the fol-

lowing analysis. The time taken for each simulation ranged from one hour (for high Pf

values) to three days (for low Pf values) depending on the range of Pf computed from the

simulation. The sample COV of failure probability over 25 independent subset simulation

runs are plotted to observe the variability in Pf .
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(i) COV Vs Nss (ii) P f Vs Nss

Figure 5.36: Trends of coefficient of variation and probability of failure for different
number of samples per subset (auto-correlation length of 2 m and 10% COV)

(i) COV Vs Nss
(ii) P f Vs Nss

Figure 5.37: Trends of coefficient of variation and probability of failure for different
number of samples per subset (auto-correlation length of 5 m and 10% COV)

(i) COV Vs Nss
(ii) P f Vs Nss

Figure 5.38: Trends of coefficient of variation and probability of failure for different
number of samples per subset (auto-correlation length of 10 m and 10% COV)
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(i) COV Vs Nss
(ii) P f Vs Nss

Figure 5.39: Trends of coefficient of variation and probability of failure for different
number of samples per subset (auto-correlation length of 2 m and 50% COV)

(i) COV Vs Nss (ii) P f Vs Nss

Figure 5.40: Trends of coefficient of variation and probability of failure for different
number of samples per subset (auto-correlation length of 5 m and 50% COV)

(i) COV Vs Nss (ii) P f Vs Nss

Figure 5.41: Trends of coefficient of variation and probability of failure for different
number of samples per subset (auto-correlation length of 10 m and 50% COV)

To ensure the convergence of subset simulation results, the coefficient of variation
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and number of samples per subset results are compared. The results from this analysis

are presented in Figure 5.36 (i) - 5.41 (i). Also the effect of number of samples per subset

and probability of failure are presented in Figure 5.36 (ii) - 5.41 (ii). The number of

samples per subset, Nss were varied from 500 to 20000 for the parameter COV of 15%

to 40% to obtain a convergent solution (with around 20%− 30% COV). These results

indicate that with the increase in number of realizations, the COV (Pf ) decreases. As

the computational time required to run the simulations is quite high, the Nss has been

increased upto a maximum of 20000. But, to achieve a lower COV (Pf ) ,the Nss needs to

be increased further.

5.5 Concluding remarks

The safety of radioactive waste disposal facilities require efficient performance assess-

ment models that can (i) predict the concentrations over extremely large spatial and tem-

poral scales, (ii) take into account the uncertainties associated with the input characteris-

tics of the problem and (iii) treat the uncertainties that include its propagation and quan-

tification using robust techniques. In this chapter, a probabilistic safety assessment model

that entails all the above aspects of analysis is presented. As mentioned earlier, the ef-

fect of epistemic and aleatory uncertainties on the radiological values (risk and radiation

dose) are investigated in detail in two subdivisions. The main conclusions from the first

subdivision are:

1. One of the critical components of the performance assessment model that han-

dles the transport of radionuclide in geosphere is developed numerically. A three-

dimensional domain with a decaying source concentration is modelled and the con-
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centration is measured at distances upto 50 m and 200 m away from the source

for short-lived (Strontium (90Sr), Caesium(137Cs)) and long-lived radionuclides

(Carbon(14C) and Iodine(129I)) respectively.

2. The potential risk to a critical group through drinking water pathway are calculated

for all the radionuclides. The computed maximum values are lower than the risk

observed from industrial accidents and natural catastrophes (10−3 - 10−4 y−1).

3. The influence of uncertain input parameters (epistemic uncertainty) on the over-

all performance of the model is estimated. The uncertainties are propagated using

CSRSM based on polynomial chaos expansion (PCE). To integrate the deterministic

numerical model and the random inputs from probabilistic model, run the simula-

tions and make the model computationally efficient, codes are developed using the

built-in python interface. The development of these codes bridged the deterministic

FEM with the probabilistic analysis.

4. Reliability analysis is carried out to estimate the probability of radiation dose ex-

ceeding the permissible limit using subset simulation method. The values of proba-

bility of failure ranged between 10−8 - 10−9 which suggested that the system is safe

from risk due to radiation through the drinking water pathway. The computational

efficiency of Method 1 (using CSRSM) and Method 2 (using numerical model) in

estimating the reliability of the system are also demonstrated.

5. Global sensitivity analysis based on PCE is carried out to estimate the Sobol in-

dices. The results indicated that critical parameters influencing the response of the

system (i.e., radiation dose) are mainly distribution coefficient and porosity, while,

longitudinal dispersivity, transverse dispersivity and diffusion coefficient are non-
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influential in radionuclide transport. These results are compared with the sensitiv-

ity measures acquired by post-processing conditional levels in subset simulation. It

was observed that the results from both the methods were identical. These results

indicated that the reactive nature (i.e., sorption effect) of radionuclides in soil plays

a significant role in affecting the response of the system.

The main conclusions from the second subdivision are:

1. A two-dimensional numerical model is developed to understand the influence of

spatial variability in soil (geosphere) on radionuclide transport. The effect of this

geosphere transport model in assessing the long-term performance of radioactive

waste disposal facilities is investigated.

2. The influence of spatial variability of hydraulic conductivity on radionuclide con-

centration is studied. The deterministic analysis results for a heterogeneous medium

indicated that the radiation dose reaching the end-point and the risk values were all

within the safe limits.

3. When the radionuclide movement was compared between homogeneous and spa-

tially varying medium, it was observed that the rate of movement of radionuclide

was faster in a homogeneous medium than a spatially varying medium. This can be

attributed to the frequent fluctuations in conductivity in a spatially varying medium

that led to a slower rate of flow (and contaminant movement) and lower concentra-

tion at the end-point of interest.

4. The probability of failure values are estimated using subset simulation for cases

corresponding to low Pf and Direct Monte Carlo simulation for higher Pf cases.

The range of Pf values observed between 10−9−10−1.
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5. The Pf values increased monotonically with an increase in coefficient of variation

and the spatial auto-correlation length.

6. The trends showed that with the increase in auto-correlation length, the results con-

verge towards the results for homogeneous case. The reason being, random fields

became smoother with the increase in auto-correlation length and get closer to ho-

mogeneous medium.

7. From the design point of view, radionuclide transport through homogeneous system

results in high Pf . But in reality, the medium is heterogeneous and the estimated

Pf values are quite low. This implies that the performance of system is underes-

timated by assuming the medium to be homogeneous. Hence, it is imperative to

carryout geosphere transport modelling in a spatially varying medium to predict the

performance accurately.

So, both the performance assessment models developed in this chapter systematically

quantify different sources of uncertainty in the geological medium. Also, for the given

environment, the safety indicators (radionuclide concentration, radiation dose and risk)

estimated from the analysis and the reliability analysis results were compared with the

design threshold values. The predicted results show a reasonable assurance that the ra-

dioactive waste disposal facility meets the design objective, intended performance and the

regulatory requirements.
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Chapter 6

Probabilistic analysis of contaminant
transport in fractured rocks

6.1 Introduction

One of the design characteristics that decides a potential site for disposal facility is the ge-

ological environment around the system. Needless to say, geosphere is mainly composed

of soil and rocks that are formed by complex inter-play of different physico-chemical

and biological processes. The presence of a complex geological environment affects

the geosphere transport of contaminant and this effect contributes to the overall perfor-

mance assessment of radioactive waste disposal systems. The influence of this factor

(with soil as the geological medium of transport) is explored thoroughly in chapters four

and five. An extensive study on the various aspects involved in the development of effi-

cient performance assessment models for radioactive waste barrier systems are presented

in these chapters. The effect of heterogeneity in the soil medium and the variability in

the geo-hydrological and transport properties on radionuclide transport are quantified

both through analytical and numerical models. Also, different sources of uncertainties

and their influence on the performance of the barrier systems are also explored. There

is a need to extend these studies to rocky subsurface medium to understand the impact
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of such environment on the contaminant transport. In fact, from the past two decades,

there has been an increased attention to understand the flow and transport behaviour of

contaminants in rocks. The reason being, many countries including India have planned

radioactive waste repositories near rock formations owing to their high containment and

attenuation properties (Zhao et. al., 2011; Makolil and Nagar, 2015). But, the presence

of naturally occurring discontinuities often governs the flow and transport behaviour of

contaminant through rocks. This entails development of models with complex heteroge-

neous network of fractures, channelized flow pathways and unique geo-hydrological and

transport properties (in fracture and intact rock matrix).

A fractured rock mass is delineated by two interacting subsystems that are represented

as (i) fractures and (ii) rock matrix as shown in Figure 6.1. In general, fractures act as

the principal pathways of contaminant migration in a fractured rock mass. It implies that

the advective component is predominant along the fracture, while, diffusion component

is dominant in the adjacent rock matrix and the same trend can be observed in Figure 6.1.

So, each subsystem of rock mass have unique flow and transport characteristics.

Figure 6.1: Schematic diagram of fracture-rock matrix system
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One of the governing factors that influences the contaminant transport in fractured

media is the ’scale’ of the problem, that could vary from a few centimetres (single frac-

ture) to few kilometres (fractured rock mass) (Berkowitz, 2002). So, to generate realistic

results, it becomes imperative to study the phenomena of contaminant transport in frac-

tured rock at a field scale. The heterogeneity of fracture network leads to variations in the

paths of contaminant propagation through the rock mass. Also, examining the influence

of fracture geometry, fracture orientation, density of fracture sets and other features of

fractures are important as they can alter the flow paths of contaminant movement. Mod-

els were developed in the past to understand the small scale influence of local aperture

variations along the fracture on the transport behaviour (Sarkar et. al., 2004). However,

simulating the local aperture variations at a field scale encompasses the local and global

factors that contribute to the contaminant transport through a fractured network. Dif-

ferent types of contaminants react differently with surrounding geological medium. For

instance, when a reactive contaminant enters the medium, influence of chemical reactions

which allows the dissolution and retardation of solute needs to be considered in addition

to the advective and dispersive components of transport. So, the reactive nature of the

contaminant also plays a significant role in transport behaviour. By conceptualizing the

contribution from each of these factors and, the interactions of contaminant and medium

over time, mathematical models (analytical or numerical) are formulated that describe the

long-term behaviour of contaminant transport in a fractured medium. Once this model is

developed for fractured rock medium, it can handle the geosphere transport component of

the performance assessment model for radioactive waste repositories.

Besides modelling the contaminant transport in fractured rock medium (i.e., determin-

istic analysis), there is need to account for the uncertainties involved in the system to as-
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sess the long-term safety performance of nuclear waste disposal facilities. Moreover, un-

certainty analysis is an intrinsic part of performance assessment modelling (IAEA, 2004;

AERB, 2006). It is a tool for assessing compliance with safety requirements in the face

of uncertainty. Uncertainties can occur in the form heterogeneity in the medium (inherent

randomness), the input parameters of the model (measurement uncertainties) and also due

to the simplification of actual process (modelling uncertainties) (Helton, 1993). However,

the stochasticity in the geohydrological properties of the fractures and intact rock and

transport properties of the contaminant convolutes the problem into a more complicated

system. In practice the repository is designed as a reliable system and any event of failure

in the system is a considered to be rare. Also, the risk associated with these systems is

a function of many input parameters which makes the traditional simulation based tech-

niques like Monte Carlo simulation computationally expensive. In such cases, adopting

probabilistic techniques which are effective in rare event modelling, like variance reduc-

tion methods facilitates in quantifying the response of the system with lesser computa-

tional effort. Although the the probabilistic modelling of these systems require a large

number of input parameters, in most cases only a limited number of parameters happen

to influence the overall response. Identifying these parameters reduces the variance of

the system to a great extent and also helps in focussing on key areas that needs utmost

importance in the analysis. This can be carried out by sensitivity analysis which ascer-

tains existence of interaction effects within the model (IAEA, 1999). By integrating the

above mentioned deterministic and probabilistic components in the performance assess-

ment model, a probabilistic framework to assess the safety of disposal facilities designed

near complex fractured geological system can be developed.
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6.2 Need for the study

To meet the design objectives of radioactive waste repositories, performance assessment

models must be developed. When the repositories are designed near rocky subsurface for-

mations, geosphere transport becomes a critical component of performance assessment.

In fact, the presence of such complex heterogeneous medium can potentially affect the

concentration of contaminant and radiation dose reaching the end-point of assessment.

Therefore, it is imperative to understand the plausible transport behaviour of the contami-

nant in fractured medium. Flow and transport through individual fractures, as well as frac-

ture networks, has been studied extensively over the past years both experimentally and

using simulations. Many analytical models have been developed in the past five decades

to describe the flow and transport of contaminant through fractured rock. They were

developed by translating the conceptual model into mathematical equations and solving

them under given initial and boundary conditions (Berkowitz et. al., 1988; Bear, 1993;

NRC, 1996; Pierre and Thovert, 1999; Neuman, 2005). Further, the geometrical complex-

ities in the medium were handled by developing numerical models (using finite element

methods, finite difference methods, finite volume methods etc). One of the earliest works

by Wilson and Witherspoon (1974) presented a two-dimensional finite element model to

predict the water flow through fractured rock. Freeze and Cherry (1979) drew attention to

the importance of matrix diffusion involving discrete fractures in contaminant hydrogeol-

ogy for fractured porous media including sedimentary rock and fractured clayey deposits.

Further, the need to consider fractures exclusively was emphasized confirming the sig-

nificance of fracture geometry on the hydrological behaviour of the rocks (Long et. al.,

1989). This led to the development of discrete fracture network (DFN) models, where
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each fracture is explicitly represented by its geometry (by their orientation, size, aperture

etc) and the relation between fractures and fracture sets are also described. Many stud-

ies adopted DFN approach for contaminant transport modelling in fractured rock (Smith

and Schwartz, 1984; Berkowitz and Scher, 1997; Alexander et. al., 2003; Dong, 2011;

Parker et. al., 2012; Lei et. al., 2017). However, most of these works have been limited

to non-reactive contaminant transport. Although understanding non-reactive transport is

a prerequisite for quantifying reactive transport in fracture networks, reactive nature of

contaminant adds further challenges for modelling which received comparatively less at-

tention in the literature. When a reactive contaminant such as radionuclide is considered,

there is an added effect of radioactive decay and retardation (and some more geochemical

reactions depending on the type of rock) that can alter the contaminant concentrations. As

mentioned in Chapter 2, developing a transport model for fractured rock is quite complex

due to interplay of various factors (see Figure 2.7) that can strongly affect the movement

of contaminant. Here, some of the important aspects that highlights the need for this

study have been discussed. In a nutshell, a new contaminant transport model needs to be

developed for a fractured rock that can encapsulate the effect of (1) fracture geometry (2)

type of contaminant (3) local aperture variations (4) geological properties of the medium

and (5) transport properties of the contaminant.

Since a complex geological medium is considered for performance assessment, the

uncertainties involved in the system will also be higher. So, unlike chapters four and

five, meta-modelling techniques cannot be implemented for uncertainty propagation due

to curse of dimensionality in those methods. To quantify the probable risk associated with

the system, reliability analysis has to be adopted. The probability of failure involved in

designing a disposal system, especially for hazardous waste is very low. The probabilistic
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analysis of such rare events can be handled by employing Markov Chain Monte Carlo

(MCMC) algorithms such as subset simulation method. Further, sensitivity analysis can

also be carried out by post processing the results from subset simulation to estimate the

critical parameters affecting the safety of radioactive waste repository.

6.3 Objectives

This chapter aims at developing a probabilistic framework for performance assessment

modelling in fractured rock medium. To gain an overall understanding of the transport

behaviour in a complex fractured medium, geosphere transport modelling is carried out

for a non-reactive contaminant (case I) and a reactive contaminant (case II). These two

cases are studied as two major subdivisions in this chapter. In the first subdivision, per-

formance assessment modelling is carried out for a non-reactive contaminant and in the

second subdivision, performance assessment modelling is carried out for a reactive con-

taminant. The main objectives of this chapter are as follows:

1. To develop a new hybrid model that integrates a stochastic fracture pattern generat-

ing algorithm for sedimentary rocks and a numerical model that can model the flow

and transport of contaminant.

(a) Estimate the contaminant concentration reaching the end-point of interest (for

case I).

(b) Estimate the radiation dose and risk due to transport of radionuclides through

fractured rock to the nearby human habitat (for case II).

2. To carry out a parametric study and understand the influence of (i) geometric prop-

erties of fracture (such as number of fracture sets, fracture orientation etc) on the
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contaminant migration, (ii) transport properties of contaminant ( i.e., diffusion and

dispersion) in fractures and intact rock matrix on the contaminant migration (in both

the cases).

3. To model the aperture variations along the fracture and address their impact on the

contaminant concentration (for both the cases).

4. To quantify the effect of uncertainties using probabilistic analysis.

(a) Estimate the probability of concentration of contaminant exceeding the per-

missible value (for case I)

(b) Estimate the probability of radiation dose for radionuclide exceeding the per-

missible value (for case II)

5. To examine the effect of probability of failure for different values of coefficient of

variation (COV) (for both the cases).

6. To carry out sensitivity analysis and estimate the critical parameters affecting the

contaminant migration (in both the cases).

The sequences of steps followed to quantify the effect of uncertainties in the performance

assessment model are presented in Figure 6.1. From the Figure, it can be observed that

the uncertainties (or the random variables) in the system are propagated non-intrusively

(i.e., without altering the model) through the numerical model and depending on the type

of contaminant, the respective estimates are computed using reliability and sensitivity

analyses.
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Figure 6.2: Sequence of steps followed in carrying out probabilistic analysis of contami-
nant transport through fractured rocks
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The deterministic and probabilistic parts of the analysis are integrated by coding in

python programming interface.With the help of these programs, the generation of random

realizations for probabilistic analysis are automated.

6.4 Development of performance assessment model

Disposal systems are structures designed to contain and isolate any form of waste from

the surrounding environment. The choice of disposal method to isolate the waste from

the human habitat relies on the hazard and the longevity of the waste. To ensure the

long-term safety of these disposal systems, performance (or safety) assessment models

are developed. They aim to assess the performance of disposal facilities using predictive

models and quantitatively estimate the potential impact of contaminant concentration (or

radiation dose) on the environmental safety and public health. As the disposal systems are

generally constructed below the ground surface, the geological environment surrounding

the disposal facility has an important role in predicting the performance of the system.

In this chapter, the geological site for disposal is considered to be fractured rock. Un-

like soil medium, fractured rock needs much more attention in modelling the transport

process. The heterogeneity in the medium (i.e., geological properties of discrete set of

fractures and the intact rock matrix) and, the reactive nature of the contaminant can alter

the flow path and transport process significantly. To acquire a thorough understanding of

the different facets involved in modelling flow and contaminant transport through frac-

tured rock, the following studies are carried out. Also, for an overall understanding of

transport behaviour in fractured rock, both non-reactive and reactive contaminants are

considered in the chapter. So, the other components of performance assessment model
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namely the source term, the failure scenario leading to contaminant release (from the

disposal facility) are evaluated accordingly in the corresponding sections.

6.5 Geosphere transport model

Fractured rock mass is a complex network of naturally occurring fractures (or discon-

tinuities) and intact rock matrix. The two primary components involved in modelling

contaminant transport in fractured rock are:

1. Geometric representation of fracture pattern by means of discrete fracture network

model

2. Development of a numerical model that solves the flow and transport process along

fractures and intact rock matrix

In this section, the second component i.e., numerical model used to compute the flow and

transport process in fractures and rock matrix is discussed. This model introduces the

concept of discrete elements which are used to create fractures in the finite element mesh

(as a discrete feature). Once the process of generating and modelling transport along a

single fracture is clear, it becomes straightforward to generate a network of fractures. So,

the method used for fracture pattern generation is discussed in the subsequent sections.

6.5.1 Numerical model for fractured rock medium

To develop a numerical model, theoretical knowledge on different concepts of continuum

and the representation of fractures and matrix in the system is essential. The conceptual

model formulation requires information regarding the geology of rock formation and scale
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of problem. The origin of rock can modify conductive nature of fracture and this further

decides the pathway of contaminant movement. As noted earlier, the scale of the problem

also influences the fractures and the transport pathways. These formulations are trans-

lated into mathematical equations under three broad categories of continuum namely (1)

equivalent continuum models (2) discrete fracture models and (3) hybrid models (NRC,

1996). They differ in representing heterogeneity in the fractured medium. In the first

category, the models for representing fractured media are of two general types, single and

dual porosity. Single porosity models represent hydrology in terms of a single contin-

uum where all porosity is assumed to reside in the fracture. Dual-porosity models are

based on two overlapping continua the both fractures and matrix blocks are assigned a

value of porosity greater than zero. Unlike the previous case, fractured mass consists of

matrix blocks separated by discontinuities, and, therefore a possible approach to repre-

senting these systems can be through non-overlapping continuum models. So, fractures

and porous media must be solved in a separate scale and have to be coupled via macro-

scopic interface conditions by using a discrete fracture approach. These type of models

fall in second category and they are called discrete fracture network models. The final

category of models works on discrete fracture models with continuum approximations .

In this chapter a two-dimensional finite element model with a fractured network gen-

erated based on discrete fracture network concept is developed. In simple terms, discrete

network models are developed under the assumption that fluid flow behaviour can be pre-

dicted from knowledge of the fracture geometry and data on the hydraulic properties of

individual fractures. This happens when fracture apertures are more conductive in com-

parison to voids in the porous blocks. The discrete fracture approach requires information

(e.g., aperture, length, orientation, spacing etc) of every individual fracture.
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The procedure for numerical modelling through discrete fractured network is dis-

cussed elaborately in sections 3.2.4.2.2 and 3.2.4.3.4 of Chapter 3. The fractures are

created as a discrete element with a node-to-node connectivity in the finite element mesh

(using arbitrary nodal path). The steps followed in modelling the fracture and efficacy of

numerical model is demonstrated with a simple example that considered flow and trans-

port of non-reactive contaminant through a single fracture (refer Appendix B). The con-

cept of discrete fracture modelling mainly focuses on the highlighting the influence of

fractures on the contaminant migration process. So, the porous media and the set of frac-

tures are represented as two distinct interacting subsystems coupled through interfaces.

Typical set of equations for fluid flow and mass transport are

Fluid flow

S0
∂h
∂ t

+∇.[−K fµ(∇h+χe)] = Q (6.1)

Mass transport

θRd
∂C
∂ t

+q.∇C+∇. j+ εRdνC = S (6.2)

where ε - porosity, Rd - retardation factor, ∂C
∂ t - rate of change in concentration, q - Darcy

velocity, S - source / sink term Usually, the spatial dimension of fractures is lower than

the domain (i.e., for a two-dimensional (2D) domain, the fractures are modelled as one-

dimensional (1D) elements). The governing equations for fluid flow and contaminant

transport are considered separately in porous medium (equations (6.1) and (6.2)) and the

same equations are lowered by spatial dimension in the case of fractures. To solve for

concentration of contaminant, the discrete features (fractures) and the porous medium

are treated as a unitary feature, where all components are integrated into the solution do-

main consisting of the joint porous-medium domain OP and a number of non-overlapping
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discrete feature domains OF .

O = Op∪∑
F

OF (6.3)

As the discrete feature elements share the same nodal points as that of the porous medium,

the concentration of contaminant for combined process is obtained by exchanging (ad-

vective and dispersive) fluxes between the porous medium and discrete features. When

the contributions from porous medium and the corresponding fracture are assembled, the

overall concentration from both the systems are estimated.

These studies help in investigating the requirements for characterization of a fracture

network, studying the scale dependence of the transport processes (specially dispersion),

examining how network geometry influences spreading patterns, and evaluating issues

related to the reliability of data on fracture position and orientation.

6.5.1.1 Validation of the model

The efficiency of numerical model is tested by comparing the numerical model results

with an analytical solution. The analytical solution developed by Tang (1981) is used to

predict the contaminant migration through a horizontal fracture. The solution accounts for

advective transport, longitudinal mechanical dispersion, molecular diffusion in the frac-

ture and also molecular diffusion from fracture to matrix, adsorption on the matrix and

radioactive decay processes are considered. These processes are mathematically repre-

sented as partial differential equations for fracture and porous matrix. The equations are

coupled, and the general solution for the fracture-matrix system is obtained. The mass

270



6.5. Geosphere transport model

balance of contaminant in fracture is given by the equation below:

R
∂C
∂ t

+ν
∂C
∂x
−Dxx

∂ 2C
∂x2 +RϑC−

εD′yy

a
∂C′

∂y

∣∣∣∣
y=a

= 0 (0≤ x≤ ∞,0≤ y≤ a) (6.4)

The initial and boundary conditions are given below

C(x,0) = 0, C(0, t) =CD, C(∞, t) = 0 (6.5)

The governing mass balance equation in the porous rock matrix is

R′
∂C′

∂ t
−D′yy

∂ 2C′

∂y2 +R′ϑC′ = 0 (6.6)

where

R = 1+ K′d
a and R′ = 1+ ρsKd

ε
are the the retardation factors in fracture and rock matrix

Dxx = D+αLλp = D and D′yy = D′ are the diffusion coefficients in the fracture and rock

matrix

C and C′ are the solute concentrations in the fracture and rock matrix

a is the half of the fracture width

Kd and Kd′ are the distribution coefficients of fracture and rock matrix

ε porosity of rock matrix

αL is the longitudinal dispersivity

The general solution of the equation is evaluated using Gauss quadrature method and the

concentration variation is evaluated spatially and temporally. The transient solution by

neglecting dispersivity is given by equation
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In fracture

C
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(6.7)

The above equation holds good for the condition (t− xR/ν)> 0

In rock matrix

C
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(6.8)

where A(y) =
√

R′
D′ (y−a)

A two-dimensional finite element mesh is generated with 3288 nodes as shown in Figure

6.3. The fracture-rock matrix is discretized using quadrilateral mesh in the numerical

model. L and D−a are the dimensions of rock matrix along x and y direction respectively.

The fracture is modelled as 1D discrete finite elements sharing the edges of rock matrix

at y = a, 0≤ x ≤ L and they are assumed to follow Hagen-Poiseuille law of flow motion

and the input properties for the fracture and rock matrix from Table 6.1 are assigned to

the model. As the analytical solution is only valid for negligible dispersion, the dispersion
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is set to zero in the numerical model. The flow and mass transport boundary conditions

(bc) are presented in Table 6.2. (Note: The dirichlet-type condition specifies the head or

concentration value at the boundary, Neumann-type condition specifies the derivative of

head or concentration value at the boundary)

Table 6.1: Input data considered for the study (Diersch, 2014)

Quantity Value

Half domain

Domain length, L (m) 3

Domain width, D (m) 5×10−03

Half fracture width, a (m) 5×10−03

Porous matrix

Isotropic hydraulic conductivity (m/s) 10−22

Porosity 0.35

Molecular diffusion (m2/s) 10−10−1012

Longitudinal Dispersivity (m) 0

Transverse Dispersivity (m) 0

Fracture

Flow law Hagen Poiseuille

Cross-sectional area (m2) 6×10−5

Hydraulic Aperture (m) 1.2×10−4

Hydraulic radius (m) 6×10−5

Longitudinal Dispersivity (m) 0

Molecular diffusion (m2/s) 0
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Figure 6.3: Finite element mesh of the half-space fracture matrix domain with 2D quadri-
lateral porous matrix elements combined with 1D discrete fracture elements

Table 6.2: Initial and boundary conditions for fluid flow and mass transport (Diersch,
2014)

Location Quantity Value

Fluid flow

P Neumann-type bc at fracture inlet (x = 0,y = a) (m/day) −2

S Dirichlet-type bc at fracture outlet (x = L,y = a) (m) 0

Mass transport

- Initial condition of solute (mg/l) 0

P Dirichlet-type bc on top at (x = 0,y = a) (mg/l) 10

A typical non-reactive contaminant is considered for the analysis and hence the retar-

dation factor is Rd = 1. The concentration of contaminant varying over time is estimated

at a distance of 0.76 m from the source point. The snippets of contaminant front moving

along the domain in four days is presented in Figure 6.4. The results obtained from an-

alytical solutions through equation 6.7, are compared with that obtained from numerical

model for different diffusion coefficients. It can be observed that results match well as
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shown in Figure 6.5.

Figure 6.4: Concentration contours (a) After 3 hours (b) After 1 day (c) After 2 days (d)
After 4 days
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Figure 6.5: Comparison of relative concentration versus time for analytical and numerical
models with different molecular diffusion values

From this analysis, it is evident that the movement of contaminant through fracture

can be simulated efficiently using the numerical model. Here, the analysis is carried out

for a single fracture. In the following sections, the transport behaviour of contaminant in

a fracture network is modelled and the results are elaborately discussed.

6.5.2 Algorithm for fracture pattern generation

When the flow and transport of contaminant in fractured rock mass is governed by het-

erogeneous system of fractures, then it becomes necessary to simulate the natural frac-

ture network explicitly with respect to their geometry. In the discrete network modelling

framework, they are generated based on three approaches namely (1) geological map-

ping (fracture patterns are generated based on the exposed rock outcrops) (2) stochastic
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approach (fracture patterns are generated based on stochastic modelling of fracture ge-

ometry) (3) geomechanical approach (fracture patterns are generated based on geological

history and formation mechanism) (Renshaw and Pollard, 1994; Gringarten, 1998; Josnin

et. al., 2002; Lei et. al., 2017). These approaches are discussed elaborately in chapter

2. However, discrete network models are closely linked with the concepts of stochastic

simulation. Also, it is important to note that the method of fracture generation depends

on the genesis of rock. For example, a crystalline rock has only few significant fractures

whereas, layered rocks consists of dense interconnected set of fractures. So, modelling

transport through layered sedimentary rock formations will be more challenging because

(a) high fracture density often forms tortuous pathways for transport and (b) the reactive

nature of sedimentary rocks leads to geochemical reactions between the rock and con-

taminant (dissolution, sorption etc). In this chapter, a stochastic algorithm developed by

Riley (2004) is employed to generate fractures for a layered sedimentary rock.

In this method, the fracture trace length distributions and fracture spacing distributions

are derived for a given fracture density and orientation distribution of layered rocks. The

algorithm for fracture pattern generation are:

1. The crack is allowed to propagate at the point of weakness of the rock (underlying

physical concept involved in crack propagation is not modelled explicitly).

2. For a given fracture set (k), the seed points (i.e., the points from which crack initi-

ates) are placed within the model domain with density ρk (observed in the field).

3. At each point, an orientation (θk) is assigned by sampling from orientation distri-

bution (acquired from field data with respect to the fracture set).

4. Each fracture is allowed to propagate from the seed point in both directions parallel
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to that orientation at speed, uk , until it meets other fractures whereupon it continues

according to a fixed probability, pk.

Also, to simplify the mathematical formulation of the model, it is assumed that all frac-

tures are initiated simultaneously, the fracture density is homogeneous, all fractures with

a fracture set are parallel and the speed of propagation is constant for all fractures within

a set. Basically the model has four parameters for each fracture set. They are ρk, θk, uk

and pk. The first two parameters (ρk, θk) are determined from field data. However, the

other parameters (uk, pk) are used to match the statistical distributions of fracture trace

lengths estimated from the method with those determined from field observations.

Figure 6.6: Schematic of fractures and their parameters

Figure 6.6 shows a schematic of two fractures belonging to fracture set 1 and fracture

set 2 where points ’O’ and ’T’ represent the seed points from which the fracture originates.
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u1 is given by the speed of crack propagation from set 1 and θ12 represents the angle be-

tween fracture sets 1 and 2. At point M, the fracture from set 2 intersects with an already

existing fracture from set 1. Now, the distance from the seed point of a fracture (from set

1) to one of its ends to be represented by the random variable, X1 and probability distri-

bution function P1(x). So, the total trace length of a fracture is nothing but the sum of two

independently drawn samples from P1(x). The derivation of this term is presented in detail

in Chapter 3. Poisson process is perhaps one of the most important stochastic processes

used to define geometry of the fracture system. This random process is controlled by only

one parameter that is the density parameter. In the algorithm, the number of fracture in-

tersections are modelled as Poisson process. So, the distance from ’O’ to ’nth’ encounter

is given by random variable X1(n). Then, P(X1(n) ≤ x) = 1− exp[−g12(x)]∑n−1
i=0

[g12(x)]i
i!

where g12(x) is the density of fractures. Further, the probability of growing fracture to

terminate at nth encounter is given by P(N = n) = pn−1
1 (1− p1). By combing the above

equations, the equation for fracture trace length is given by

P12(x) = 1− exp[−(1− pi)g12(x)] (6.9)

So, the final equation for propagation of fracture given two fracture sets (set 1 and set 2)

is given by

P12(x) =1− exp

−2(1− p1)ρ2sinθ12

x∫
0

u2
u1

ξ∫
0

exp

−2(1− p1)ρ2sinθ12

r∫
0

u2
u1

ζ∫
0

1−P12(x)dxdζ

drdξ


(6.10)
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where x,r are displacements of fracture 1 and fracture 2 from their respective seed points

(O and T) and ξ ,ζ are growing tip of fractures 1 and 2 respectively. The above equation

can be implemented as an iterative scheme for simultaneously calculating Pk(x). The

fractures generated from these realizations become the conductive elements in a fracture

network. This algorithm is used to not only regenerate the fracture patterns, but also

investigate the effect of number of fracture sets, their orientation on contaminant transport.

6.5.2.1 Effect of fractures on contaminant transport

To demonstrate the extent of influence fractures can have on the contaminant transport,

the following analysis is carried out. It is assumed that there is an accidental release of

contaminant leading to its transport through a geological medium. Here, three scenarios

of geological conditions are considered. They are (1) Intact rock (2) Rock with single

fracture (3) Highly fractured rock (generated from the algorithm). To predict the con-

taminant transport behaviour, an intact rock of size 20 m × 20 m is modelled. The input

parameters of the model are presented in Table 6.3. In the first case, the contaminant is

allowed to migrate through the intact rock and the concentration contaminant is evaluated

over time. In the second case, the contaminant transport is modelled in the same system,

but with a horizontal fracture of 10 m length within the rock. In the third case, a series of

horizontal parallel fractures are considered within the intact rock. For all the above cases,

the concentration of contaminant is evaluated at four observation points.

A two-dimensional finite element mesh is generated in quadrilateral mode with 40401

nodes. Each quadrilateral element is divided further into four small triangular elements

leading to 80401 nodes in the mesh. The flow motion along the fracture is assumed to

follow Hagen-Poiseuille law.
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Table 6.3: Geological properties of rock (Šperl and Trčková, 2008; Diersch, 2014; Pis-
copo et. al., 2017) and the contaminant transport properties (Graf and Therrien, 2005;
Diersch, 2014)

Quantity Value

Study domain

Domain length (m) 20

Domain width (m) 20

Porous matrix

Isotropic hydraulic conductivity (m/s) 10−9

Porosity 0.13

Molecular diffusion (m2/s) 5×10−10

Longitudinal Dispersivity (m) 0.1

Transverse Dispersivity (m) 0.05

Fracture

Flow law Hagen Poiseuille

Fracture area (m2) 6×10−5

Hydraulic Aperture, b (m) 1.2×10−4

Hydraulic radius (m) 6×10−5

Longitudinal Dispersivity (m) 0.1

Molecular diffusion (m2/s) 5×10−9
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(a)

(b)
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(c)

Figure 6.7: Finite element mesh (a) Intact rock (b)Rock with single fracture (c) Highly
fractured rock

According to this law, the fracture walls are represented by two smooth, parallel plates,

separated by an aperture ’b’ and the flow takes place in the space between these parallel

plates. For case (1), the properties of intact rock are assigned over the entire domain. In

cases (2) and (3), transport properties of contaminant through fracture are assigned for

discrete elements and the rest of the medium with the properties of porous intact rock

matrix (as given in Table 6.3). The direction of flow of contaminant is considered along

x direction. The initial and boundary conditions for fluid flow and contaminant transport

are given in Table 6.4. Under these conditions, the results of contaminant migration with

respect to time are estimated at points (x, y): (0 m, 5 m), (5 m, 5 m), (10 m, 5 m), (12

m, 5 m) and presented in Figure 6.8. From Figure 6.8, it can be observed that the (at

observation point (0 m,5 m)), time taken for contaminant to reach its peak concentration
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is least (around 27 years) in the case of highly fractured rock (case 3) and highest (around

54 years) in the case of intact rock (case 1). This indicates that case 1 takes almost double

the time to reach the peak concentration than case 3. The concentration front of case 2

lies between the case 1 and case 3.

Table 6.4: Fluid flow and mass transport boundary conditions (Diersch, 2014)

Section Quantity Value

Solute IC and BC’s

AB Dirichlet-type BC at LHS (−5≤ y≤ 15,x =−5m) (m) 10

DC Dirichlet-type BC at RHS (−5≤ y≤ 15,x = 15m) (m) 0

Solute IC and BC’s

- Initial condition (IC) of solute (mg/l) 0

IJ Dirichlet-type BC at LHS (0≤ y≤ 10,x =−5m) (mg/l) 1

AI Dirichlet-type BC at LHS (−5≤ y≤ 0,x =−5m) (mg/l) 0

JB Dirichlet-type BC at LHS(0≤ y≤−15,x =−5m) (mg/l) 0
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Figure 6.8: Comparison of relative concentration versus time for intact rock and fractured
rock

As the observation point moves away from the source, there is a significant increase in
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the travel time of contaminant for case 1. But in case of fractured rock, there is not much

of a difference in the travel time with respect to the distance from the source. These results

highlight the fact that the presence of fractures leads to a higher conductance (dominant

advective component) of contaminant. Also, the hydro-geological properties of fractures

and rock matrix influence the contaminant migration especially the orientation of frac-

tures. In further sections, the effect of the orientation of fracture on the contaminant

migration is studied.

6.5.3 Modelling the aperture variations along the fracture

Fracture geometry plays an important role in modelling the flow and transport of con-

taminant through fractured rock. One of the important geometrical features of fracture is

its ’aperture’. Fracture aperture is the perpendicular width between the walls of an open

fracture. The role of apertures on fluid flow and solute transport have been attributed to

both microscopic scale studies (Tsang and Witherspoon, 1983; Neretnieks, 2002; Briggs

et. al., 2017) as well as large scale field studies (Tsang et. al., 1988; Oron and Berkowitz,

1998; Sarkar et. al., 2004) in the literature. Also, the variation in aperture along the frac-

ture is also critical in predicting the flow along a fracture and several authors have studied

on this effect (Wilson and Witherspoon, 1976; Bear et. al., 1993; Sarkar et al., 2004).

A schematic of fracture and different approximations made in representing the aperture

variations along the fracture is presented in Figure 6.9. Figure 6.9 (a), represents a natural

fracture, with rough walls (i.e., lot of variations in aperture) along the length. It becomes

an arduous task to model such complex pattern. To simplify this task, a model concept

called the parallel plate concept is used. It can be applied globally as shown in Figure

6.9 (b) or locally as shown in Figure 6.9(c) (Oron and Berkowitz, 1998; Dietrich et. al.,
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2010).

Figure 6.9: Schematic of fracture apertures patterns

In this study, the local parallel plate approximation has been used to simulate local

aperture variations along the fracture. The underlying idea in developing this model is

to approximate each fracture as a series of ’Np’ discrete segments with different aperture

sizes. Each segment within the fracture is modelled as a parallel plate. The number of seg-

ments in each fracture is a function of the length of each element in finite element mesh,

the length of fracture and also the extent of variations observed from in-situ/experimental

investigations. By integrating the effect of all these factors, maximum number of seg-

ments in a fracture is given by

Np =
l f

le
(6.11)

where Np, l f and le are the maximum number segments in each fracture, length of fracture

and the length of element in the FE mesh respectively. For example, for a mesh element
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of length 0.1 m and fracture of length 10 m , the ’maximum’ number of segments along

the fracture are (10/0.1 = 100). This implies that the number of segments cannot exceed

length of mesh element. To avoid any errors, a finite element mesh that can account for

the aperture variation needs to be generated. By adding this component to the geosphere

transport model, the influence of local aperture variations on contaminant transport can

also be investigated.

6.5.4 Python-interface

To examine various factors involved in contaminant transport modelling through frac-

tured rock mass, a geosphere transport model has been developed that accounts for (1)

generating fractures using stochastic algorithm, (2) generating a finite element mesh that

can model fluid flow and contaminant transport process (i.e., advection, diffusion etc)

in fractures and intact rock matrix and, (3) generating aperture variation along the frac-

ture. These three components have been integrated by coding in python programming

interface. The computational efficiency of the model increased by automating these com-

ponents. The sequence of steps followed to generate the FE mesh with all the integrated

components is presented in Figure 6.10.

6.5.4.1 Module 1: Generation of fractures using stochastic algorithm

This module considers the size of fracture domain, number of fracture sets, density of

fractures in each set, their orientation etc to generate output. It can also handle uncer-

tainties in the input data (like orientation distribution). The output from this module are

coordinates of fractures and their respective sets. It has to be processed further and then

integrated to FE mesh.
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6.5.4.2 Module 2: Generation of FE mesh that can model fluid flow and contami-

nant transport process

In the second module, an FE mesh of the domain is generated. The boundary condi-

tions and the properties of the intact rock are assigned to the mesh. Using the python

API (application programming interface) functions and some of the GUI (graphical user

interface) features in FEFLOW, these properties are assigned.

6.5.4.3 Module 3: Generation of local aperture variations along fracture

This module post processes the output from module 1, incorporates the effect of aperture

variation along the fracture and finally integrates the fracture network on to FE mesh.

1. The results from module 1 gives the co-ordinates of fracture and the corresponding

fracture set. But, these values cannot be directly imported into the software. So,

a sub-routine is written such that, based on the highest and lowest values of co-

ordinates within the fracture set, the angle of orientation of fracture is determined.

Also, a sub-routine to create the fracture through node-to-node connectivity (as the

co-ordinates obtained from the algorithm are random) is written.

2. Each fracture generated from module 1 are divided into m segments. So, module

3 requires the value of ’m’. A sub-routine is written such that the module divides

the fractures into the required number of segments automatically, irrespective of the

various lengths of fractures in the fracture network. (Note: ’m’ cannot be less than

node-to-node length of FE mesh (p), m ≮ p)

With the help of these modules, the factors affecting the flow and transport through frac-

tured rocks are thoroughly studied and discussed in Section 6.6.2.
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Figure 6.10: Sequence of steps followed in building the numerical model
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6.6 Probabilistic safety assessment model for disposal sys-

tem with non-reactive contaminant

In designing waste disposal systems such as landfills (or radioactive waste repositories),

there are numerous problems of environmental concern which involve migration of con-

taminant plumes due to their leakage from the disposal systems. In general, salt solution

is chosen as tracer instead of actual pollutant due to its non-reactive nature and also,

to avoid problems associated with their handling and disposal (Asif, 2004; Peter et. al.,

2009). There have also been investigations on the modelling variable-density groundwater

flow and transport due to salt-water intrusion in exploited coastal aquifers, aquifers over-

lying salt formations, leakage from landfills, and disposal of radioactive or toxic wastes

in salt rock formations (Shikaze et. al., 1998; Ackerer et. al., 1999; Graf and Therrien,

2005; Graf and Simmons, 2008). The density-driven advective, dispersive and diffusive

characteristics of solute (salt) during the transport process in fractured geological me-

dia (containing single fracture or a simple network of parallel fractures) were examined

already in section 6.5.2.1. In this study, flow and transport behaviour of non-reactive con-

taminant in a complex fracture network is investigated. This model is integrated to the

performance assessment modelling framework to predict the risk due to failure of waste

disposal systems.

6.6.1 Source term model

The first component of safety assessment modelling, is to identify the event for the failure

of disposal system. Here, the failure scenario is assumed to be due to infiltration of water
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into the system, leading to a repository failure and leaching of contaminant from the sys-

tem. The inventory of contaminant released from the system is estimated from the source

term. Since, the contaminant is non-reactive, the contaminant concentration released from

the system has a relative concentration of C
C0

= 1, where C is the concentration at time t

and C0 is the initial concentration.

6.6.2 Input properties considered for the model

From the previous studies, it could be noted that the general range of fracture orientations

observed from the field and modelling investigations was 0◦− 130◦ (Bai and Pollard,

2000; Burg, 2012; Narr and Suppe, 1991; Yue et. al., 2017). Amongst the fracture ori-

entations, the horizontal and vertical fractures are the most frequently occurring patterns.

Apart from these orientations, 45◦ and 135◦ fracture sets (typical zones of failure due

to stresses) are considered for the study. So fracture orientations (θk) considered for the

study are 0◦, 45◦, 90◦ and 135◦. The other input parameters of the fracture generation

algorithm are presented in Table 6.5.

Table 6.5: Input data considered for the fracture generation

Quantity Value

Length of domain in x-direction (m) 10

Length of domain in y-direction (m) 10

Number of fracture sets 1, 2, 3

Density of fractures (λk) (m−1) 1, 2

Probability of continuation at fracture intersections (pk) 0, 0.1, 0.2

Velocity of propagation (uk) 2, 1

Inhibition distances for initial point simulation (m) 0.1
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6.6.3 Geosphere transport model

A rock mass of size 20 m× 20 m is considered, with fracture network of dimension 10 m

× 10 m modelled within the domain. The schematic of fractured rock mass is presented

in Figure 6.11.
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Figure 6.11: Schematic diagram of fracture-rock matrix system

The geological and transport parameters for the analysis are summarized in Table 6.3.

This domain is discretized into a two-dimensional quadrilateral mesh with 40401 nodes

and the fractures are modelled as 1D discrete elements. To model the inclined fractures in

FE mesh, each quadrilateral element is divided further into four small triangular elements

leading to 80401 nodes in the mesh. The spatially discretized FE mesh is shown in Figure

6.12. The contaminant flow is considered along x-direction and y-direction to examine

the influence of heterogeneity in fractures.
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(a)

(b)

Figure 6.12: Finite element mesh generated for the problem (a) when flow is in x-direction
(b) when flow is in y-direction
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The initial conditions and the boundary conditions for fluid flow and mass transport

are presented in Table 6.6. Since the direction of contaminant flow is varied in x and y

directions, the boundary conditions (bc) are mentioned for both the cases.

Table 6.6: Fluid flow and mass boundary condition

Section Quantity Value

For the case of flow in horizontal direction

Fluid Flow

AB Dirichlet-type bc at LHS (−5≤ y≤ 15,x =−5m) (m) 10

DC Dirichlet-type bc at RHS (−5≤ y≤ 15,x = 15m) (m) 0

Mass transport

- Initial condition of solute (mg/l) 0

IJ Dirichlet-type bc at LHS (0≤ y≤ 10,x =−5m) (mg/l) 1

AI Dirichlet-type bc at LHS (−5≤ y≤ 0,x =−5m) (mg/l) 0

JB Dirichlet-type bc at LHS(0≤ y≤−15,x =−5m) (mg/l) 0

For the case of flow in vertical direction

Fluid flow

BC Dirichlet-type bc at LHS (−5≤ x≤ 15,y = 15m) (m) 10

AD Dirichlet-type bc at RHS (−5≤ x≤ 15,y =−5m) (m) 0

Mass transport

- Initial condition of solute (mg/l) 0

IJ Dirichlet-type bc at LHS (0≤ x≤ 10,y = 15m) (mg/l) 1

BI Dirichlet-type bc at LHS (−5≤ x≤ 0,y = 15m) (mg/l) 0

JC Dirichlet-type bc at LHS(0≤ x≤−15,y = 15m) (mg/l) 0

Using the above input data, the contaminant transport modelling is carried out and the

results are presented in the following sections.
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6.6.4 Deterministic analysis

In section 6.5.2.1, the extent of influence a set of fractures can create on the contaminant

transport is investigated. Clearly, in discrete fracture network models, fractures and their

geometry contribute to the overall contaminant movement. Also, it is important to note

that, though fractures are primary pathways of contaminant migration, the effect of diffu-

sive properties of rock matrix cannot be neglected. So, the influence of some of important

properties of fractures and rock matrix are examined in this section. The parameters con-

sidered for the analysis are :

1. Effect of fracture geometry (fracture orientation and number of fracture sets) on the

contaminant transport

2. Effect of aperture variations along the fracture on the contaminant transport

3. Effect of matrix diffusion and dispersion and also fracture diffusion on the contam-

inant transport

4. Effect of contaminant transport by applying the concept of equivalent porous medium

The influence of each parameter is studied systematically and their long-term effects are

discussed. Due to large spatial extent of fractures (10 m× 10 m) and heterogeneity in the

fracture network, it becomes difficult to decipher the pathway of contaminant movement

through the system. So, some critical observation points are considered as shown in

Figure 6.13. The evolution of contaminant concentrations over time are evaluated at these

points.
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(a)

(b)
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(c)

(d)

Figure 6.13: Observation points considered for the analysis

From Figure 6.13 (a) and 6.13 (b), it can be noted that observation points are ordered
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along x-direction and y-direction. This indicates that, the observation points in Figure

6.13 (a) are considered when the direction of contaminant is along x-direction. Similarly,

the observation points in Figure 6.13 (b) are considered when the direction of contaminant

is along y-direction. In Figure 6.13 (c) and 6.13 (d), the observation points are arranged

sequentially at an angle of 45◦ and 135◦ respectively. So, observation points Figure 6.13

(c) and 6.13 (d) are considered only for the case of series of parallel fractures oriented at

45◦ and 135◦ respectively. Thus, the observation points are chosen to reckon the influence

of direction of contaminant flow and orientation of fracture considered for the analysis.

6.6.4.1 Effect of fracture orientation and number of fracture sets

To investigate the effect of network geometry, different combinations of fracture sets and

fracture orientations are modelled. By running simulations through these networks, the

contaminant concentration evolving with time are presented. So, the results at each ob-

servation point are denoted according to Figure 6.13. For example, when the contaminant

flow is modelled along x direction, the concentration versus time trend corresponding to

observation point ’1’ is denoted as 1(a) in the plot.

6.6.4.1.1 Single fracture set

As a preliminary study, fracture network is modelled with a single fracture set. The

fracture generation algorithm assumes all the fractures within a fracture set to be parallel.

So, for a domain size of 10 m, a series of 100 parallel fractures are generated. For each

fracture orientation, the corresponding network of fractures are presented in Figure 6.14.
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Figure 6.14: Fractures with different inclinations

Each simulation is run for a time period of 70 years. The reason being, during the sim-

ulation the contaminant takes almost 30 years to travel through the intact rock region (due

to its impermeable nature) and reach the fractured rock. Further, by observing the break-

through trends, the movement of contaminant through the fractured medium (which is

critical for the study) is analysed for an additional time period of 40 years. To investigate

the effect of heterogeneity, the flow of contaminant is considered both in x-direction and

y-direction. The results for horizontal and vertical fracture sets are presented in Figure

6.15 and Figure 6.16 respectively.
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Figure 6.15: Concentration versus time for different cases 0◦ fracture set
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Figure 6.16: Concentration versus time for different cases 90◦ fracture set

Figures 6.15 (i) shows the concentration profiles of the non-reactive contaminant mi-

grating through 0◦ fracture network when the flow is along x-direction. In this plot, the

red lines present the concentration trends at observation points along flow direction (i.e.,

1(a), 2(a), 3(a), 4(a) from Figure 6.13(a)). From the results, it can be noticed that the time

of arrival of peak concentration at observation point 1(a) is around 25 years while it is

almost 50 years at point 2(a). It indicates that as the distance from the source increased,

time taken for the arrival of peak concentration increased. In the same figure, blue lines

present the concentration trends at observation points across the flow direction (i.e., 5(a),

6(a), 7(a), 8(a), 9(a), 10(a) from Figure 6.13 (a)). The concentration has not even reached

20% C0 at observation points 5(a) and 10(a) whereas, the concentration reached peak

value at observation points 6(a)-9(a). This indicates that the rate of movement of con-

taminant (or the contaminant plume) becomes slow in the regions transverse to the flow

direction.

In Figure 6.15 (ii), the concentration trends of the non-reactive contaminant travelling

through 0◦ fracture network when the flow is along y-direction is presented. In this case,
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the direction of contaminant flow is opposite to the fracture orientation. The concentra-

tion reached maximum value within 70 years at observation point 1(b) ( from Figure 6.13

(b)). However, none of the other points show concentration values more that 0.6 C0. This

indicates that, since the rock fractures are opposite to the direction of flow of contaminant,

there is very less movement of contaminant through the network. Through visual inspec-

tion of Figures 6.15 (i) and 6.15 (ii), it can be noted that, the contaminant plume will more

spread out in the first case (6.15 (a)) since the concentration has reached peak value at all

the observation points. On the other hand, there is not much of contaminant movement in

6.15 (ii) indicating a small contaminant plume. This analysis demonstrates the influence

of heterogeneity in fractures. Figure 6.16 presents the results for non-reactive contaminant

migrating through 90◦ fracture network. Figure 6.16 (i) and 6.16 (ii) presents the results

for flow along x-direction and y-direction respectively. The observations from these plots

are very similar to that of the observations made in Figure 6.15. The plots 6.15 (i) and

6.16 (ii); and plots 6.15(i) and 6.16(ii) are almost same. This is because the orientation of

fractures changed from 0◦ to 90◦ while the other input conditions remain unchanged. So,

the contaminant is more spread out when the flow direction and the direction of fracture

orientation are same and viceversa.

The concentration profiles for fracture set 45◦ and 135◦ are presented in the figures

6.17 and 6.18 respectively. Also, the contaminant flow directions are considered along x-

direction and y-direction in each case. The concentration values of contaminant in Figure

6.17 (i) and (ii) look very similar. However, the contaminant flow is in x-direction for

6.17 (i) and y-direction in Figure 6.17 (ii).
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(iii) Concentration versus time for points along the fracture and flow in x and y direction

Figure 6.17: Concentration versus time for different cases of 45◦ fracture set
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(iii) Concentration versus time for points along the fracture and flow in x and y direction

Figure 6.18: Concentration versus time for different cases of 135◦ fracture set

The reason for similar results is mainly because, in both the cases, contaminant is
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flowing at an angle of 45 ◦ into the system. Also, the distribution of fractures in the domain

is uniform leading to a same trend of contaminant flow. This resembles a contaminant flow

through homogeneous system, where the results become directionally independent. From

visual inspection, it can be noticed that the contaminant plume also seems to be spread

out in both the cases. For 45◦ fracture set, an additional set of observation points along

the fracture inclination are considered as given in 6.13 (c) and the results are shown in

6.17 (iii). The results in 6.17 (iii) show that the contaminant enters from the observation

point closest to the direction of flow achieves the highest concentration and it gradually

moves along the fracture reaches the other end. In the case of flow in x-direction 7(c) is

the closest point and in the case of flow in y-direction 1(c) is the closest point. Overall,

these results help in understanding the preferential path of flow along a fracture.

In the case of 135 ◦ fracture set also, Figure 6.18 (i) and (ii) show similar results. The

same analogy as mentioned for 45◦ fracture set can be attributed to this case as well. It

suggests that the fracture network behaves as a homogeneous system with directionally

independent results. For 135◦ fracture set, an additional set of observation points along the

fracture inclination are considered as given in 6.13 (d) and the results are shown in 6.18

(iii). The results show that the movement of contaminant is gradual and in the direction

of fracture inclination. In the case of flow in x-direction 7(d) is the closest point and

in the case of flow in y-direction 1(d) is the closest point. So contaminant moves from

the closest point towards the other end of the fracture. The time of arrival of maximum

concentration at closest point is very less (around 30 years) whereas, the time of arrival

of maximum concentration at farthest point is very high (>70 years). The same analogy

as mentioned for 45◦ can be attributed to 135◦ fracture set. However, a small discrepancy

is observed in the case of flow along x-direction (indicated by blue trend lines in Figure

305



6.6. Probabilistic safety assessment model for disposal system with non-reactive
contaminant

6.18(iii)). The reason for this might be because of the interjection of flow with the adjacent

fracture, there is an offset from the actual trend. Overall, the single set fracture orientation

cases demonstrate the influence of direction of flow and the fracture orientation on the

contaminant movement.

6.6.4.1.2 Multiple fracture sets

In the case of single fracture sets, the fractures are long and parallel. As, there is no other

fracture orientation obstructing the flow of contaminant, it becomes less complex to pre-

dict the pathway of contaminant. Nonetheless, as the number of fracture sets increase, the

pattern of contaminant spread across the domain becomes unpredictable. Also, the inter-

play of different transport mechanisms (advection and diffusion) at fracture intersections

makes it a complex system. The multiple fracture set combinations used for the present

study are presented in Figures 6.19 and 6.23.
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Figure 6.19: Fracture pattens with two fracture orientations

Figure 6.19 shows two fracture set combinations considered for the study which in-

clude 0◦ - 90◦, 0◦ - 45◦ and 90◦ - 135◦. From the fracture generation algorithm, 200

fractures are generated in each case. The results of concentration trends for the fracture

set 0◦ - 90◦ along and across the flow directions are given below.
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Figure 6.20: Concentration versus time for different cases of0◦ - 90◦ fracture set

Figure 6.20 presents the results of concentration trends observed at different points

when the contaminant travelled through 0◦ - 90◦ fracture set. Among the 200 fractures

generated from the fracture generation model, 100 of them are oriented at 0◦ and 100 of

them at 90◦. Figure 6.20 (i) and 6.20 (ii) present the cases when the contaminant flow

is along x and y directions respectively. From these plots it can be observed that the

contaminant is spead out along and across the domain. But to understand the extent of

heterogeneity in the system, Figure 6.20 (iii) and Figure 6.20 (iv) are plotted. In Figure

6.20 (iii), the results for observation points orthogonal to the flow direction are plotted

(i.e., blue trend lines for observation points 5(a) - 10(a); red trend lines are for observation

points 5(b) - 10(b)). These observation points are orthogonal to the flow direction. From

the results it is evident that there is heterogeneity in the system and the time take for

the arrival of maximum concentration is faster when the flow of contaminant is in x-

direction. Similarly, Figure 6.20 (iv) presents the results for observation points along to

the flow direction (i.e., blue trend lines for observation points 1(a) - 4(a); red trend lines

are for observation points 1(b) - 4(b)). This plot also demonstrates the difference in the
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concentration values from both the cases. Further, the results for fracture sets 0◦ - 45◦ and

90◦ - 135◦ are presented below.

0 10 20 30 40 50 60 70
Time, years

0

0.2

0.4

0.6

0.8

1

C
o

n
ce

n
tr

at
io

n
,(

C
/C

0
)

5(a) (x=5m,y=10m)
6(a) (x=5m,y=8m)
7(a) (x=5m,y=6m)
8(a) (x=5m,y=4m)
9(a) (x=5m,y=2m)
10(a) (x=5m,y=0m)
1(a) (x=0m,y=5m)
2(a) (x=5m,y=5m)
3(a) (x=10m,y=5m)
4(a) (x=12m,y=5m)

(i) Concentration versus time for flow along x direction

0 10 20 30 40 50 60 70
Time, years

0

0.2

0.4

0.6

0.8

1

C
o

n
ce

n
tr

at
io

n
,(

C
/C

0
)

5(b) (x=0m,y=5m)
6(b) (x=2m,y=5m)
7(b) (x=4m,y=5m)
8(b) (x=6m,y=5m)
9(b) (x=8m,y=5m)
10(b) (x=10m,y=5m)
1(b) (x=5m,y=10m)
2(b) (x=5m,y=5m)
3(b) (x=5m,y=0m)
4(b) (x=5m,y=-2m)

(ii) Concentration versus time for flow along y direction

10 20 30 40 50 60 70
Time, years

0

0.2

0.4

0.6

0.8

1

C
o

n
ce

n
tr

at
io

n
,(

C
/C

0
)

5(a) (x=5m,y=10m)
6(a) (x=5m,y=8m)
7(a) (x=5m,y=6m)
8(a) (x=5m,y=4m)
9(a) (x=5m,y=2m)
10(a) (x=5m,y=0m)
5(b) (x=0m,y=5m)
6(b) (x=2m,y=5m)
7(b) (x=4m,y=5m)
8(b) (x=6m,y=5m)
9(b) (x=8m,y=5m)
10(b) (x=10m,y=5m)

(iii) Concentration versus time for at points transverse to flow direction

309



6.6. Probabilistic safety assessment model for disposal system with non-reactive
contaminant

0 10 20 30 40 50 60 70
Time, years

0

0.2

0.4

0.6

0.8

1

C
o

n
ce

n
tr

at
io

n
,(

C
/C

0
)

1(a) (x=0m,y=5m)
2(a) (x=5m,y=5m)
3(a) (x=10m,y=5m)
4(a) (x=12m,y=5m)
1(b) (x=5m,y=10m)
2(b) (x=5m,y=5m)
3(b) (x=5m,y=0m)
4(b) (x=5m,y=-2m)

(iv) Concentration versus time for at points along flow direction

Figure 6.21: Concentration versus time for different cases 0◦ - 45◦
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(iv) Concentration versus time for at points along flow direction

Figure 6.22: Concentration versus time for different cases of 90◦ - 135◦ fracture set

The results of the fracture set 0◦ - 45◦ ; 90◦ - 135◦ are presented in Figure 6.21

and Figure 6.22 respectively. The results from these sets are slightly different from 0◦

- 90◦ set, because the presence of orientations 45◦, 135◦. These fracture orientations

induce more heterogeneity into the system. The same can be noticed just through visual

inspection of the results. In the case of 0◦ - 45◦, Figure 6.21 (i) and 6.21(ii) show that

concentration plume when the contaminant flow is along x- direction and y- direction

respectively. The concentration plume in Figure 6.21 (i) is more spread out, whereas, in

6.21(ii) the concentration plume is smaller and a concentration value of 0.6 C0 is observed
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at almost all the observation points. The extent of heterogeneity in the system can be

evidently seen from Figure 6.21 (iii) and 6.21 (iv). In the case of 90◦ - 135◦, Figure

6.22 (i) and 6.22 (ii) shows the extent of contaminant spread across the domain. In this

case also there is a strong influence of heterogeneity on the contaminant movement. So,

the presence of inclined fractures alters the path of contaminant flow to a certain extent.

From these results it is evident that the increase in the number of fracture sets increases

the heterogeneity in the system.

The complexity in fracture network increases further when the number of fracture sets

increases from two sets to three sets.
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Figure 6.23: Fracture pattens with three orientations

A total number of 400 fractures are generated from the fracture generation algo-

rithm. Two typical fracture set combinations are chosen for the analysis to investigate the

spreading pattern of contaminant through the system are given in Figure 6.23. The results

of concentration trends for 0◦ - 45◦ - 90◦ and 0◦ - 45◦ - 135◦ fracture sets are presented

in Figure 6.24 and Figure 6.25. The direction of contaminant flow is considered both in x

and y directions.
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(iii) Concentration versus time for flow across flow direction
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Figure 6.24: Concentration versus time for different cases of 0◦ - 45◦ - 135◦ fracture set
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Figure 6.25: Concentration versus time for different cases of 0◦ - 45◦ - 90◦ fracture set

The results of 0◦ - 45◦-135◦ fracture set which are given by Figure 6.24 (i) and 6.24

(ii) show that there is variation in the trend of contaminant concentration along x and y

directions. The same is demonstrated in Figures 6.24 (iii) and 6.24 (iv). However, in the

case of 0◦ - 45◦ - 90◦ fracture set, the pathway of contaminant movement is almost similar

when the flow is along x- direction and y-direction. In a fracture network with multiple

fracture sets, there will be regions within the network where the local connectivity of

fractures is low (due to obstructions from other fracture orientations), which leads to low

flux while it is vice-versa for local regions that are well connected. For 0◦, 45◦and 135◦
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fracture set (Figure 6.24(ii)), we can observe that the same scenario, leading to lower

concentration when the flow is along y-direction. In the case of 0◦ - 45◦ - 90◦ fracture

set (Figure 6.25(ii)), the fractures are well connected, leading to smoother movement of

contaminant both in x and y directions.

From this analysis the common observation in all the cases is that, when the contami-

nant tries to move through the fracture intersections, over a period of time the velocity at

these points becomes lesser and the effect of diffusion becomes more prominent. But it is

important to note that in a fracture network, the movement encompasses the mixing ratios

of the fluid velocities throughout the system which is observed from this analysis. The

results of concentration trends for different fracture set combinations are presented so far.

Using these results, the time taken to reach 50% and 90% of its maximum value are ex-

amined. This analysis helps us in determining the critical of fracture set combinations and

orientations that deliver the highest concentration in least amount of time. Those points

needs immediate attention to avoid subsurface pollution and also these predictions gives

an estimate of the time frames for remediation techniques.

For the analysis different observation points were chosen (from Figure 6.13) and bar

charts of time taken to reach 0.5 C0 and 0.9 C0 are presented. For the purpose of discus-

sion, observation point 3(a) which is the end-point of interest is considered. In Figure

6.26, it can be observed that, for 0◦ fracture set, it takes almost 40 years to reach 0.5 C0

and around 55 years to reach 0.9 C0 when the flow is along x -direction. Similar trend

is observed for 90◦ fracture set, when the flow is along y-direction. In the case of 45◦

fracture set and 135◦ fracture set, the time taken to reach 0.9 C0 is around 60 years which

is longer than the time period observed in previous cases.
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Figure 6.26: Single set

Figure 6.27: Multiple sets

So, for single fracture sets, the results are predictable due to the simple fracture net-

work. But, the results become uncertain with the increase in number of fracture sets.

From Figure 6.27, it can be noticed that, among the multiple sets containing two and

three fracture sets, 90◦ and 135◦ fracture set is the only set with contaminant front spread

317



6.6. Probabilistic safety assessment model for disposal system with non-reactive
contaminant

throughout the domain (the yellow line is seen at all the observation points). The least

amount of time taken to reach 0.9 C0 is also for 90◦ - 135◦ fracture set. The other fracture

sets including three fracture combinations reached maximum values beyond 60 years. So,

it is one of the critical fracture sets that has the contaminant spread throughout the domain.

In such a heterogeneous network, the time required for the first 50% of the concentration

to leave the system is significantly lower than that of the time taken for the rest of the 50%

shown by long tails in the concentration versus time plots.

6.6.4.1.3 Concentration front for different fracture combinations from the numer-

ical model

The snippets of concentration front at different time instants are captured from the numer-

ical model and presented. Figure 6.28 and 6.29 are the results from contaminant transport

modelling through 0◦ - 90◦ fracture set for flow along x-direction and y-direction re-

spectively. Similarly, Figure 6.30 and 6.31 are the results from contaminant transport

modelling through 0◦ - 45◦ - 90◦ fracture set for flow along x-direction and y-direction

respectively. By inspecting Figures 6.28 and 6.29 visually, it can be observed that the

fracture connectivity decides the movement of contaminant through the fracture network.

The fracture zones provide almost all the yield through them. In the figures, a colorbar

of contaminant concentration spread throughout the fractured domain is shown. It shows

that the front moves faster in the mid-region of the fractured network due to active flow

paths in that direction. In the case of contaminant flow in x-direction, the concentration

front reaches the end of the domain by 50,000 days (nearly 136 years). For contaminant

flow in y-direction, the concentration front reaches the mid-region and stagnates there due

to an interference of horizontal fractures blocking the flow path.
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Figure 6.28: Concentration front with time for 0◦ - 90◦ fracture set - Horizontal flow (i)
5500 days; (ii) 9350 days; (iii) 19190 days; (iv) 50000 days

Figure 6.29: Concentration front with time for 0◦ and 90◦- Vertical flow (i) 6665 days;
(ii) 10254 days; (iii) 14813 days; (iv) 50000 days
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Figure 6.30: Concentration versus time for 0◦ , 45◦ and 90◦- Horizontal flow (i) 7046
days; (ii) 9878 days; (iii) 23342 days; (iv) 50000 days

Figure 6.31: Concentration front with time for 0◦ , 45◦ and 90◦- Vertical flow (i) 6055
days; (ii) 9377 days; (iii) 24172 days; (iv) 50000 days
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In Figures 6.30 and 6.31, the contaminant front in a fractured domain with three frac-

tured sets (0◦ - 45◦ - 135◦) are presented. The main factors influencing the contaminant

front along the system are still through the same fractures. Similar observations (as in

Figures 6.28 and 6.29) can be made in this case also. Unlike the previous case, the shape

of the plume is slightly smaller due to the slower movement of contaminant. This can be

attributed to a more complex and intricate fracture network due to three fracture sets.

6.6.4.2 Effect of matrix diffusion and dispersion

As mentioned earlier, the contaminant transport model consists of two interacting sub-

systems namely, fractures and intact rock matrix. As fractures are highly conductive,

the mechanism of transport through fractures is mainly by advection. Besides advection,

mechanical dispersion and diffusion are the two other important transport mechanisms

in contaminant transport process. In the case of mechanical dispersion, the contaminant

spreads through the medium mainly due to different velocities at different points across

the channel, drag exerted on the fluid by the roughness of the pore surfaces and difference

in pore sizes along the flow paths. On the other hand, diffusion is the process of contami-

nant movement due of a concentration gradient. A combination of both these mechanical

processes is called hydro-dynamic dispersion. These mechanisms are dominant in the

systems with very low permeability at very low velocities and high concentration gradi-

ents. As the intact rock matrix is impervious, the main source of contaminant movement

in this subsystem is through diffusion and dispersion.

Since fractures are predominant sources of contaminant movement in discrete network

model, the influence of various features of fractures on the overall transport have been

studied so far. In this section, a parametric study on the influence of matrix diffusion,
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matrix dispersion and fracture diffusion is carried out.
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Figure 6.32: Concentration versus time for 0◦ - 90◦ fracture set
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Figure 6.33: Concentration versus time for 45◦-90◦ fracture set

This study helps in understanding other important processes of transport that can in-

fluence the movement of contaminant. 0◦ - 90◦ and 45◦ - 90◦ fracture set combinations are

considered for the analysis. In each case, one of the parameters is set to zero, to inspect if

there is an impact of that parameter on the overall response. The results are presented in

Figure 6.32 and Figure 6.33.

These figures shows concentration versus time trends for fracture sets 0◦ - 90◦ and

45◦ - 90◦ respectively. The results are examined for contaminant flow along x-direction

and y-direction. In all the figures, the blue trend lines correspond to matrix dispersion
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(set to zero), red trend lines correspond to fracture diffusion (set to zero), and, green trend

lines correspond to matrix diffusion (set to zero). In all the cases, only green trend lines

exhibit maximum deviation from the actual trend. This indicates that matrix diffusion is

another important transport process that affects the transport of contaminant. They bring

a sorption like effect where the solute that is stored in the pores of the matrix will be

transported by diffusion into the fracture. Similar observations was made by Grisak and

Pickens (1980) in their work on solute transport through fractured media. So, the other

transport mechanism that controls the transport of contaminant in fractured rock mass is

matrix diffusion.

6.6.4.3 Effect of variation in aperture size along the fracture

In section 6.5.3, a model that incorporates the effect of variation in aperture size along

the fracture has been developed. So, to demonstrate the influence of variation in aperture

size along the fracture, a parametric study is carried out. Here, the number of segments

(m) within each fracture are varied from one (segment) to five (segments). By increas-

ing the number of segments further, the complexity of the model increases, leading to

computational constraints. So the number of segments are limited to five in the analysis.

The typical range of aperture values considered in the literature ( 1×10−5 m to 5×10−5

m) have been used (Wendland and Himmelsbach, 2002; Graf and Therrien, 2005; Dier-

sch, 2014). A random combination of aperture sizes are considered for the analysis and

presented in Table 6.7.
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Table 6.7: Hydraulic aperture sizes considered in the analysis

Number of parts Value

One part (m) 5×10−5

Two parts (m) 5×10−5,1×10−5

Three parts (m) 5×10−5,1×10−5, 2×10−5

Four parts (m) 5×10−5,1×10−5, 2×10−5, 4×10−5

Five parts (m) 5×10−5,1×10−5, 2×10−5, 4×10−5, 3×10−5

Figure 6.34 shows typical aperture size variations when the fracture is divided into five

segments. The transport properties of fracture are also taken from the literature (Graf and

Therrien, 2002; Diersch, 2014). By assigning the above aperture variations to all fractures

in the fracture network, simulations are run to evaluate the contaminant concentration.

The results obtained after running the model for a time period of 35000 days (around 96

years) are presented in Figure 6.35 and Figure 6.36.

Figure 6.34: Schematic of aperture variation along the fracture

Figure 6.35 presents the results of concentration versus time when flow direction of the

contaminant is along x-direction. Figure 6.35 (i) shows the result for 0◦- 90◦ fracture set,

and Figure 6.35 (ii) shows the result for 45◦ - 90◦ fracture set. The concentration values

are estimated at three observation points (2(a), 4(a) and 10(a) from Figure 6.13(a)).
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Figure 6.35: Concentration trends for different cases of aperture variations along the frac-
ture - Horizontal flow direction
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Figure 6.36: Concentration trends for different cases of aperture variations along the frac-
ture - Vertical flow direction

A prominent effect of this factor on the contaminant concentration values is observed
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from these plots. The results do not follow a particular trend with respect to increasing

aperture size variations. Also, the number of transitions in the fracture leading to maxi-

mum concentration is different at each observation point. This can be due to the influence

of randomly arranged aperture size combinations considered in the study which indirectly

affects the flow rate of the contaminant moving through the fracture. The concentration

trends for Figure 6.35 (i) and 6.35 (ii) are different indicating the effect of the fracture ori-

entations and their combinations. Figure 6.36 presents the results of concentration versus

time for 0◦ - 90◦ (Figure 6.36(i)), and 45◦ - 90◦ (Figure 6.36 (ii)) fracture sets with the

flow along y-direction. The concentration is estimated at three observation points (2(b),

4(b) and 10(b) from Figure 6.13 (b)). These results also confirm the effect of variation of

aperture along the fracture and the angle of fracture orientation (Figure 6.37 (i) and 6.37

(ii)) on the contaminant transport.

Overall, the concentration value is affected at least by 0.5% to almost 30% of its initial

value due local variation in aperture size indicating their influence on the concentration

front. The results also show that the arrangement of aperture variations along the fracture

plays an important role in predicting the concentration of contaminant. For a fracture

having a highly variable distribution of aperture, the variation in transport times may be

even larger. Since the fracture patterns are heterogeneous, the flow rate along x-direction

and y-direction are varied. The influence of flow direction was also observed by compar-

ing results Figure 6.35 and Figure 6.36. This study highlights that neglecting the effect of

variation in aperture size along the fracture leads to an incorrect estimation of contaminant

migration through fractured media.
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6.6.4.4 Comparison of contaminant migration through a fractured medium by mod-

elling fractures and by equivalent porous medium model

The study carried out in this section demonstrates the effect of replacing a fractured do-

main by an equivalent porous medium. So, the 10 m × 10 m fractured section is replaced

by an equivalent porous medium that emulates a homogeneous rock mass. The porosity

and hydraulic conductivity of homogeneous rock mass are 0.3 and 0.01 m/day (Šperl and

Trčková, 2008; Diersch, 2014). The remaining transport properties are considered the

same as that of the intact rock (Piscopo et. al., 2017). The results from the analysis are

presented in Figure 6.37 and Figure 6.38.

Figure 6.37 presents the concentration versus time plots when both the properties

of the equivalent medium are changed. The plots show the concentration at different

points across and along the flow direction. From the figure, it can be noticed that the

concentration reaches its maximum value in 50000 days. The concentration trend across

the flow direction shows that the mid-region of the concentration front has the maximum

value in comparison to the other points across the domain. These results are similar to that

of concentration versus time plots of series of fractures from 0◦ fracture set (Figures 6.15

and 6.16). Figure 6.38 presents the concentration versus time across and along the flow

directions in a medium where only the porosity of the equivalent rock mass is changed.

The other properties are the same as that of the intact rock. In this case, the concentration

front across the flow direction does not reach the peak value and along the flow direction,

the concentration front is very slow-moving. This is because of the lower conductivity

leading to slower movement of the front through the rock mass.
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Figure 6.37: Concentration versus time when the contaminant flow is along x-direction(
both hydraulic conductivity and porosity of the medium are changed)
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Figure 6.38: Concentration versus time when the contaminant flow is along x-direction
(only porosity of the medium is are changed)

As equivalent porous medium is homogeneous, same results can be observed for

cases of contaminant flow along horizontal and vertical directions. This indicates that

the assumption of an equivalent porous medium either underestimates or overestimates
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the movement of contaminant. However, in a fractured medium, the flow in each direc-

tion (x or y) gives a different concentration front due to the heterogeneity in the fracture

patterns which has been discussed in section 6.6.4.1.

So far, different studies have been carried out using new geosphere transport model

for fractured rock. They included examining the impact of fracture geometry, the trans-

port properties of contaminant in both fractures and rock matrix, and the local aperture

variations on contaminant transport. The computational efficiency of the model in pre-

dicting various aspects of contaminant transport modelling has been demonstrated from

these studies.

6.6.5 Probabilistic analysis

The deterministic performance assessment model results showed that the concentration

of contaminant at the end-point of interest (i.e., 10 m from the source) was less than

permissible limit (i.e., C0 = 1 mg/l). But there is a need to account for stochastic nature

of fractures and the rock matrix leading to uncertainties in the prediction of contaminant

concentrations. Also, in the fracture generation algorithm, location of seed points, the

velocity of crack propagation and fracture orientations are modelled as random variables

to account for randomness in fracture generation. So, it is imperative to characterize

these uncertainties and quantitatively estimate the probability of concentration exceeding

its permissible limit by employing efficient probabilistic techniques. The mean values

(underlying normal distribution) of the input parameters, the probabilistic distribution

and COV have been assumed from literature and shown in Table 6.8. So, the probability
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of concentration exceeding its permissible value is estimated from the equation

Pf = P(g(X)< 0) where g(X) =C0−max(C(X , t)) (6.12)

X − X1,X2...X9 - set of random variables considered, g(X) - limit state function, C0 -

permissible concentration and C(X) - maximum concentration within the time period t

computed from the numerical model.

By using subset simulation method (Au and Beck, 2001), Pf is estimated. In this method,

the small failure (rare events) probabilities as a product of large failure (frequent events)

probabilities. The detailed procedure followed in subset simulation method is mentioned

in Section 3.6.1.2 (chapter 3). If the stochasticity in fracture generation algorithm and

the parameter uncertainty in the fractured system are considered simultaneously, then

the entire system becomes extremely complex and computationally expensive. So, the

study is conducted by choosing one of the stochastic realizations from fracture generation

algorithm and perform probabilistic analysis on that system. Three cases are considered

to inspect the effect of each factor on Pf .

1. Effect of fracture set realizations

2. Effect of coefficient of variation (COV)

3. Effect of different fracture sets

When the fracture pattern in generated stochastically, each realization has a unique ar-

rangement of fractures (also a function of fracture orientation distribution and their den-

sity). The transport through such system leads to distinct channelling flow paths in each

simulation that can alter the contaminant path. This analysis helps quantifying the extent
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of pollution caused under the influence of there uncertainties.

Table 6.8: Statistical properties of parameters considered for the study

S.No Property
Non-reactive contaminant

Distribution
Mean COV

Rock matrix

1 Hydraulic conductivity (m/d)

10−4 0.15

Lognormal10−4 0.30

10−4 0.40

2 Porosity

0.13 0.15

Lognormal0.13 0.30

0.13 0.40

Fracture

3 Fracture aperture (part 1) (µm)

50 0.15

Lognormal50 0.30

50 0.40

4 Fracture aperture (part 2) (µm)

10 0.15

Lognormal10 0.30

10 0.40

5 Fracture aperture (part 3) (µm)

20 0.15

Lognormal20 0.30

20 0.40

6 Fracture aperture (part 4) (µm)

40 0.15

Lognormal40 0.30

40 0.40

7 Fracture aperture (part 5) (µm)

30 0.15

Lognormal30 0.30

30 0.40

8 Diffusion coefficient (m2/s)

5× 10−9 0.15

Lognormal5× 10−9 0.30

5× 10−9 0.40

9 Longitudinal Dispersivity (m)

0.1 0.15

Lognormal0.1 0.30

0.1 0.40
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6.6.5.1 Results and Discussion

To investigate the effect of fracture pattern on the probability of failure, fracture set 45◦-

90◦ is considered. The randomness associated with the location of seed points is con-

sidered in this study. Three simulations are run to obtain three unique fracture pattern

realizations. They are presented in Figure 6.39. In the analysis, nine random variables are

considered.

Figure 6.39: Fracture patterns obtained from three random simulations (a) First realization
(b) Secon realization (c) Third realization

From the figure, it can be noticed that the patterns generated from the algorithm are

different in 6.39 (a) , (b) and (c). For each realization, the probability of failure is esti-

mated with respect to different COVs. By running the automated python programming

module which has the subset simulation algorithm, Pf is estimated. The results are pre-

sented in Figure 6.40. In the Figure 6.40, each line corresponds to the results from each

realization (generated using fracture generation algorithm). The range of Pf varied from

10−13 - 10−2. Also, the results show that with the increase in COV, the probability of fail-

ure increased. For a given COV, there are three values of Pf corresponding to each fracture

pattern realization. This indicates the influence of fracture pattern on the probability of

failure.
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Figure 6.40: Results from subset simulation

The sample COV of failure probability over 25 independent subset simulation runs are

plotted to observe the variability in Pf . To ensure the convergence of subset simulation

results, a comparison is made between the coefficient of variation and number of samples

per subset and the results are presented in Figure 6.41. Also the effect of number of

samples per subset and probability of failure are presented in Figure 6.42. The number

of samples per subset, Nss were varied from 500 to 20000 for the parameter COV of 15%

to 40% to obtain a convergent solution (with around 35% COV). The COV of Pf can be

reduced further by increasing the size of sample. The influence of different fracture sets

on the probability of failure are also estimated.
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(i) COV Vs Nss
(ii) P f Vs Nss

Figure 6.41: Trends of coefficient of variation and probability of failure for different
number of samples per subset (15% COV)

(i) COV Vs Nss (ii) P f Vs Nss

Figure 6.42: Trends of coefficient of variation and probability of failure for different
number of samples per subset (15 % and 30% COV)

(i) COV Vs Nss (ii) P f Vs Nss

Figure 6.43: Trends of coefficient of variation and probability of failure for different
number of samples per subset(30% COV)
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(i) COV Vs Nss
(ii) P f Vs Nss

Figure 6.44: Trends of coefficient of variation and probability of failure for different
number of samples per subset (40% COV)

Table 6.9: Results from subset simulation for 40% COV

Fracture set 45◦ 45◦- 90◦ 0◦- 90◦ 0◦- 45◦- 90◦ 0◦- 45◦- 135◦

Probability of failure 0.6 0.00486 4.6×10−4 0.00132 1.3×10−5

The results from Table 6.9 shows that, for 45◦ fracture set, the Pf is very high. This is

because, the presence of series of long, parallel fractures conducts the flow of contaminant

towards the end-point resulting in high probability of contamination. In the case of two

and three fracture sets, the range of Pf values are quite low. However, for three fracture set

scenario (0◦- 45◦- 90◦), the Pf value is more than that of two fracture set. This non-trivial

result re-iterates the need to perform reliability analysis. The probabilistic analysis results

quantify the extent of pollution possible due contaminant migration under the influence

of various uncertainties through different fracture sets which cannot be possible through

deterministic approach. The above results provide a rationale for the uncertainty analysis

of contaminant transport behaviour through a fractured network. But the contribution of

each parameter on the underlying performance of the system is difficult to estimate, as

each parameter has a distinct effect on overall response. It is important to estimate the
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critical parameters affecting the system response. This is carried out using sensitivity

analysis which is presented in the next section.

6.6.5.2 Sensitivity analysis

The sensitivity analysis is carried out by post processing the results obtained during subset

simulation. The empirical distributions at each conditional level are compared with the

actual distribution and the results are presented in Figures- 6.45 to 6.53.
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Figure 6.45: Shift in the distribution over two conditional levels for matrix hydraulic
conductivity
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Figure 6.46: Shift in the distribution over two conditional levels for matrix porosity
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Figure 6.47: Shift in the distribution over two conditional levels for aperture part 1
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Figure 6.48: Shift in the distribution over two conditional levels for aperture part 2
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Figure 6.49: Shift in the distribution over two conditional levels for aperture part 3
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Figure 6.50: Shift in the distribution over two conditional levels for aperture part 4

1 2 3 4 5 6 7 8 9

Data ×10-4

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

D
en

si
ty

(i) 1st conditional level

1 2 3 4 5 6 7 8 9

Data ×10-4

0

500

1000

1500

2000

2500

3000

3500

4000

D
en

si
ty

(ii) 2nd conditional level

Figure 6.51: Shift in the distribution over two conditional levels for aperture part 5
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Figure 6.52: Shift in the distribution over two conditional levels for fracture diffusion

342



6.6. Probabilistic safety assessment model for disposal system with non-reactive
contaminant

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

Data

0

2

4

6

8

10

12

14

16
D

en
si

ty

(i) 1st conditional level

0.05 0.1 0.15 0.2 0.25

Data

0

2

4

6

8

10

12

D
en

si
ty

(ii) 2nd conditional level

Figure 6.53: Shift in the distribution over two conditional levels for fracture dispersivity

By visual inspection, the shift between empirical pdf and actual pdf over the two

conditional levels in Figures 6.46 - 6.54, it can be noted that matrix hydraulic conductivity

and fracture aperture part 3 and part 4 show maximum shift from their actual pdf. So, the

performance of disposal system (which is associated with the contaminant transport at

the end-point) is strongly sensitive to these parameters. Hydraulic conductivity exhibits

high sensitivity because, increase in the conductivity in the rock matrix leads to increase

in the movement of contaminant from the matrix to the surrounding media. This impedes

the storage of solute (lesser residence time) in matrix (Darcy’s law). These results are

in congruence with the observations made from the sensitivity analyses problems in the

previous literature (Toran et. al., 1995). From the sensitivity analysis it is observed that

among the five aperture variations along the length aperture sizes part 3 and part 4 exhibits

maximum shift from the actual distribution. The underlying reason is that, the shift in

these aperture pdfs (probability density function) lead to a fracture aperture configuration

that allows maximum contaminant flow leading to failure.

To demonstrate the effect of fracture aperture configuration on contaminant flow a

small illustration is made. The conductivity of a fracture with different aperture sizes
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can be evaluated by estimating its equivalent aperture size. The equivalent aperture sizes

are determined from equation developed by Sarkar et. al., 2004 for an aperture system

connected in series. So, the equivalent aperture size of fracture is computed by using the

mean values of five aperture sizes used in the study. The value is around 1.6156 µm. This

aperture value corresponds to actual pdf case. Again, the five aperture values at the 2nd

conditional level (close to failure region) are used to compute the equivalent aperture size.

The equivalent aperture value increased to around 1.8µm. This value corresponds to em-

pirical (or conditional) pdf. There is an increase in the equivalent aperture size by 0.2µ

m. When the equivalent aperture size is higher, then more contaminant flows through

the fractures and reaches the end-point. These results show that equivalent aperture size

is maximum when the fracture aperture parts 3 and 4 obtained the critical configuration

(i.e, the values at 2nd conditional level). Another interesting observation is the transi-

tion in aperture sizes became gradual at the critical region, when compared to the abrupt

variations in the actual configuration. So, a smoother path of transport indicates faster

and higher amount of solute migration. These results indicate that these two values in-

fluence the contaminant transport thereby influencing the Pf of the system. Overall, this

illustration shows that the fracture aperture part 3 and part 4 are critical in estimating the

performance of disposal system near fractured rock.

The results suggest that field characterization in fractured media should not only em-

phasize on fracture geometry, which strongly influences directions of contaminant trans-

port, but also matrix properties, which have a major influence on contaminant residence

times and breakthrough concentrations. So far, the components of probabilistic safety as-

sessment model for a disposal system near fractured sedimentary rock are developed and

the one that handles geosphere transport is discussed in detail. However, the influence of
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geochemical reactions between the contaminant and the geological medium on the overall

concentration profile has not been explored. In the following section this aspect is studied.

6.7 Probabilistic safety assessment model for disposal sys-

tem with reactive contaminant

The repositories designed for radioactive waste disposal aim for isolation of waste from

surrounding environment over an indefinitely long period of time. Typically rocks pos-

sess properties like low-permeability, low groundwater velocity and, molecular diffusion

is the primary solute migration process. Hence, rocky subsurface formations are con-

sidered as potential sites that can contain waste for such large time scales. However,

fractures, the natural discontinuities within the rock can form pathways for the migration

of radioactive waste that is emplaced in or released to the subsurface environment. So,

there is an increased attention to ensure their long-term safety by developing probabilistic

performance assessment models. As noted earlier, the geosphere transport is the criti-

cal component of performance assessment model. Many radionuclide transport models

were developed to predict the flow and transport process in fractured media (Rasmuson

and Neretnieks, 1986; Neretnieks, 1990; Krishnamoorthy et. al., 1992; Cvetkovic et. al.,

2004; Mahmoudzadeh, 2014; Wei et. al., 2017). The type of host rock through which the

contaminant migrates is also an important factor that affects the movement of contami-

nant through the medium. The geological rock formations that have been considered for

the analysis include igneous rocks (like basalt, granite, tuff etc) and sedimentary rocks

(like shale, limestone etc). Nonetheless, most of the investigations are carried near crys-

talline igneous rock deposits (Neretnieks, 1990; Krishnamoorthy et. al., 1992; Cvetkovic
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et. al., 2004) due to their inert properties over sedimentary deposits. Some investigations

near sedimentary deposits include (NRC, 1983; Rasmuson and Neretnieks, 1985; Jaki-

mavičiūte-Maseliene et. al.„ 2006). It is important to model the behaviour in sedimen-

tary rocks due to higher density of fractures and the reactive nature of these formations.

Moreover, in India, there are some sites planned for radioactive waste disposal near sedi-

mentary rock deposits. These sites include Kudankulam (Chennai), Gogi (Karnataka) and

Tummalapalle area (Andhra Pradesh) (Makolil and Nagar, 2015). So, the present work fo-

cusses on understanding the behaviour of radionuclides near sedimentary rock formations

using the new hybrid model that accounts for fracture geometry and aperture variations

along the fractures. Further, the geosphere transport model is used to predict the extent

of risk caused by the failure of these systems by taking into account various scenarios of

release and pathways of intrusion.

6.7.1 Source term model

The process of performance assessment typically involves description of the system, spec-

ification of scenarios leading to failure of the system and predicting the consequences of

failure in the form of radionuclide transport to biosphere through drinking water pathway

(i.e, radiation dose and risk). It also involves evaluation of uncertainties in the estimations

and determination of acceptability based on safety criteria. The failure of disposal system

is assumed to occur due to infiltration of water into the system resulting in the transport

of radionuclides to human habitat. Here, a simple source term model as given in section

5.3.11 of chapter 5 is considered to calculate the inventory of radionuclide. This source

term is assigned as a decaying mass boundary condition to the numerical model.
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6.7.2 Input parameters considered in the model

Among the different radionuclides considered for disposal, the analysis is carried out for

Iodine due to high ingestion dose (high risk to human health and environment). The input

data and the equation used for solving the source term are given in chapter 5 (see section

5.3.1.1). The input parameters to solve the source term are also the same as considered

in chapter 5 (see Table 5.2 and 5.3). The source term trend varying with time is shown in

Figure 6.54.

Figure 6.54: Source concentration versus time

The details of domain considered for the study are discussed elaborately in the pre-

ceding section (see section 6.6.2). An intact rock of size 20 m× 20 m with a 10 m× 10 m

fractured network within the rock is modelled in numerical model and presented in Figure

6.11. Since radionuclide is reactive in nature, the contaminant transport due tosorption

and radioactive decay are also modelled along with advection and hydrodynamic dis-

persion processes. The fluid flow boundary conditions are same as given in Table 6.6.
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However, the mass boundary condition is assigned to the section EF (see Figure 6.11) as

a line source. The distribution coefficient in the fracture is assumed to be 2.6 m1/g from

the literature (Jakimavičiūte-Maseliene et. al.„ 2006). The distribution coefficient in the

intact rock matrix is calculated using empirical equation given by Krishnamoorthy et. al

(1992).

Kr =
K′f ρsr

3
(6.13)

where K f - distribution coefficient in fracture (m1/g); ρs - specific density (g/cm3); r -

particle radius (cm). The values for specific density and particle radius are assumed to

be 2.62 g/cm3 and 2.5 × 10 −4 cm (Krishnamoorthy et. al., 1992). The geological and

transport parameters used for the analysis remains the same as summarized in Table 6.3.

6.7.3 Geosphere transport model

It is important to have a rational understanding of the fundamental mechanisms that

govern radionuclide transport in fractured media to develop models for performance (or

safety) assessment of radioactive waste disposal systems. So, the model developed in sec-

tion 6.5 is used for the estimation of risk and radiation dose of radionuclide near human

habitat.

6.7.4 Deterministic analysis

The movement of radionuclide in the fractured medium is ambiguous due to an intercon-

nected system of randomly oriented fractures. They choose preferential flow paths in the

process of movement which depends on various factors. To study the influence of features

of fractures and rock matrix on contaminant transport, parametric studies are carried out.
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They are :

1. Effect of fracture orientation and number of fracture sets

2. Effect of aperture variation along the length of fracture

3. Comparison of contaminant migration through a fractured medium by modelling

fractures and by equivalent porous medium model

6.7.4.1 Effect of fracture orientation and number of fracture sets

The results of contaminant concentrations are evaluated at different observation points

spread along and across the network. The points shown in Figure 6.13 (a) are considered

when the flow is along x-direction, while, the points in Figure 6.13 (b) are considered

when the flow is along y-direction. The concentration trends for one, two and three frac-

ture sets are presented below. Although, the analysis has been carried out for all the

fracture combinations (as considered in the case of non-reactive contaminant), the con-

centration versus time plots are presented for three fracture set combinations.

6.7.4.1.1 Single set - 45◦

For a single fracture set, a total of 100 fractures inclined at 45◦ are generated from the

algorithm. The results of radionuclide concentration varying over time is shown in Figure

6.55. The trends in Figure 6.55 (i) and 6.55 (ii) present the concentration trends when

the flow is considered along x and y directions respectively. By visual inspection, one of

the major difference in the concentration trends for a radionuclide is, the presence of a

concentration peak and decline to zero post-peak, while a non-reactive contaminant trend

always remains at the peak beyond its first arrival. This observation suggests the influence

of the reactive nature of the contaminant (due to sorption and radioactive decay).
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(i) Along x direction

(ii) Along y direction

Figure 6.55: Concentration versus time for 45◦ fracture set

The blue trend lines refer to the observation points transverse to the flow direction

and the red trend lines refer to the observation points along the flow direction. From

Figure 6.55, it can be noted that, it takes almost 250 years for the contaminant to reach

maximum concentration and increases further to almost 900 years (at points farthest from

the source). The concentration value at the closest observation point is 16000 Bq/m3 and

reduces by almost half of 8000 Bq/m3at end-point of interest. Overall, the concentration
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trends are similar in Figure 6.55 (i) and 6.55 (ii). This is because a uniform distribution

of long parallel fractures that are inclined at 45◦ with respect to the flow direction (both x

and y directions).

6.7.4.1.2 Two fracture sets - 45◦-90◦

When two fracture sets are considered a total of 200 fractures are generated from the algo-

rithm. The results of concentration trends for flow along x and y directions are presented

in Figure 6.56. Unlike the previous case, the concentration patterns for flow along x-

direction (Figure 6.56 (i)) and y-direction (Figure 6.56 (ii)) are different. This observation

hints the effect of heterogeneity due to an additional fracture set of different orientation.

The peak concentration was around 16000 Bq/m3 in the previous case (from Figure 6.55),

while it reduced to around 8000 Bq/m3(Figure 6.56 (i)) in this case. The time of arrival of

maximum concentration has reduced in this case to 150 years at the closest observation

point (1(a) in Figure 6.13 (a)) when compared to single fracture set case. The rate of

movement of radionuclide slows down and due to the effect of retardation and decay, the

peak concentration value reduces further.

(i) Along x direction
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(ii) Along y direction

Figure 6.56: Concentration versus time for 45◦-90◦ fracture set

6.7.4.1.3 Three fracture sets - 0◦-45◦-90◦

In the case of three fracture sets, a total number of 400 fractures are generated. The length

of fractures are smaller in comparison to the previous cases. Also, it insinuates the effect

of heterogeneity in the fractured network with three fracture sets of different orientations.

Figure 6.57 (i) and (ii), present the concentration trends for a three fracture set com-

bination with the flow along x and y directions respectively. The concentration trends are

not similar indicating the effect of heterogeneity in the system. The peak concentration

in 6.57 (i) is around 10000 Bq/m3 which is slightly higher than the peak concentration in

6.57 (ii) is around 9700 Bq/m3. However the time of arrival of maximum concentration

fall in the same range for both the cases. There is a small discrepancy is both the cases at

the observation points falling in the mid-region of the fracture network. This can also be

attributed to heterogeneity in the system. Also, the effect of fracture sets as discussed in

previous sections also contribute to this behaviour. The results presented so far gives an

idea of the concentration profiles for different fracture set combinations. However, there
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is a need to quantify the effect of other fracture set combinations given in (Figure 6.14,

Figure 6.19 and Figure 6.23). So, the same analysis is carried out for all the eleven cases

fractured networks.

(i) Along x direction

(ii) Along y direction

Figure 6.57: Concentration versus time for 0◦-45◦-90◦ fracture set

In the case of radionuclide transport modelling, peak radionuclide concentration val-

ues and the time of arrival of peak concentration have been evaluated. Further, radio-

logical model is used to evaluate radiation dose to a member of the critical group due
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to the consumption of groundwater for drinking and the corresponding risk values are

also estimated. All these results are organized and presented in Table 6.10 for the cases

corresponding to flow along x-direction.

Table 6.10: Maximum concentration, Maximum dose and Risk computed for different
fracture sets when the flow is along X-direction

SNo
Fracture

set

Point of

interest

Maximum

concentration

(Bq/m3)

Maximum

dose

(mSv/yr)

Risk

(yr−1)

Time of arrival

of maximum

concentration

(yr)

Division along

fracture

One

part*

Five

parts*

One

part

Five

parts

One

part

Five

parts

One

part

Five

parts

Single set

1 0◦
Center *

End*

14197.04

9733.732

13790.53

8817.7372

1.254

0.860

1.218

0.779

9.154E-05

6.276E-05

8.892E-05

5.686E-05

306

614

293

618

2 45◦
Center

End

14897.29

7588.599

13838.63

7245.765

1.316

0.670

1.222

0.640

9.606E-05

4.893E-05

8.923E-05

4.672E-05

250

620

279

724

3 135◦
Center

End

15736.47

7596.842

16214.5

7572.983

1.39

0.671

1.432

0.669

1.01E-04

4.898E-05

1.046E-04

4.883E-05

250

620

297

706

Two sets

4 0◦-45◦
Center

End

9297.944

5266.65

11304.3

6828.39

0.821

0.465

0.999

0.603

5.995E-05

3.396E-05

7.289E-05

4.403E-05

239

520

243

548

5 0◦-90◦
Center

End

8829.2

6035.775

9846.02

5311.148

0.779

0.533

0.870

0.509

5.693E-05

3.892E-05

6.349E-05

3.713E-05

293

441

293

498

6 45◦-90◦
Center

End

9403.893

5061.766

9411.91

5366.75

0.831

0.447

0.831

0.472

6.069E-05

3.264E-05

6.069E-05

3.461E-05

149

428

354

651

7 45◦-135◦
Center

End

6105.842

4612.126

9435.27

5819.66

0.539

0.407

0.833

0.514

3.937E-05

2.974E-05

6.084E-05

3.753E-05

368

527

321

788

8 90◦-135◦
Center

End

8001.591

4496.676

6691.4

3800.32

0.707

0.397

0.591

0.336

5.159E-05

2.899E-05

4.315E-05

2.45E-05

185

475

318

676

Three sets

9 0◦-45◦-90◦
Center

End

9131.428

5527.92

7730.67

6122.5

0.806

0.488

0.683

0.485

5.888E-05

3.564E-05

4.985E-05

3.948E-05

262

494

332

548

10 0◦-45◦-135◦
Center

End

7061.105

4733.956

8407.75

5495.8

0.624

0.418

0.743

0.485

4.553E-05

3.052E-05

5.421E-05

3.5440E-05

306

548

332

788

*center - Observation point at the center of the domain (5 m from the source)
*end - Observation point at the end of the domain (10 m from the source)
*One part - No local aperture variation along the length of fracture
*Five parts - Five aperture variations along the length of fracture
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The results for maximum concentration, radiation dose and risk corresponding to case

where the contaminant flow is along y-direction are presented in Table 6.11. The influence

of various factors affecting the transport is also illustrated.

Table 6.11: Maximum concentration, Maximum dose and Risk computed for different
fracture sets when the flow is along Y-direction

SNo
Fracture

set

Point of

interest

Maximum

concentration

(Bq/m3)

Maximum

dose

(mSv/yr)

Risk

(yr−1)

Time of arrival

of maximum

concentration

(yr)

Division along

fracture

One

part

Five

parts

One

part

Five

parts

One

part

Five

parts

One

part

Five

parts

Single set

1 90◦
Center

End

11855

8395.122

8596.851

7751.744

1.047

0.742

0.759

0.685

7.644E-05

5.413E-05

5.543E-05

5.00E-05

329

618

454

1064

2 45◦
Center

End

14752.81

8417.738

14236.16

8420.55

1.303

0.744

1.257

0.744

9.513E-05

5.428E-05

9.180E-05

5.43E-05

257

614

295

706

3 135◦
Center

End

14726.94

8735.463

14778.17

8930.958

1.301

0.772

1.305

0.789

9.496E-05

5.633E-05

9.529E-05

5.76E-05

245

614

306

697

Two sets

4 0◦-45◦
Center

End

5702.733

3279.378

8508.25

4711.52

0.504

0.290

0.752

0.416

3.68E-05

2.11E-05

5.486E-05

3.04E-05

367

520

505

905

5 0◦-90◦
Center

End

7169.475

5311.148

8481.92

5174.64

0.633

0.469

0.749

0.457

4.623E-05

3.425E-05

5.469E-05

3.34E-05

295

477

224

515

6 45◦-90◦
Center

End

8787.953

5520.051

7838.02

5606.82

0.776

0.488

0.696

0.495

5.667E-05

3.559E-05

5.08E-05

4.05E-05

166

324

264

548

7 45◦-135◦
Center

End

8913.176

5428.474

9381.09

5828.69

0.787

0.479

0.829

0.515

5.7473E-05

3.500E-05

6.049E-05

3.76E-05

178

298

338

173

8 90◦-135◦
Center

End

13510

5909.716

8748.21

6494.92

1.193

0.522

0.773

0.574

8.711E-05

3.811E-05

5.641E-05

4.19E-05

183

361

218

270

Three sets

9 0◦-45◦-90◦
Center

End

8565.887

4802.847

9965.73

4648.52

0.757

0.424

0.880

0.411

5.523E-05

3.097E-05

6.426E-05

3.00E-05

251

485

319

652

10 0◦-45◦-135◦
Center

End

6053.319

4420.036

8575.59

5939.75

0.535

0.390

0.757

0.525

3.903E-05

2.850E-05

5.528E-05

3.83E-05

239

392

455

770

*center - Observation point at the center of the domain (5 m from the source)
*end - Observation point at the end of the domain (10 m from the source)
*One part - No local aperture variation along the length of fracture
*Five parts - Five aperture variations along the length of fracture
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In Table 6.10, the results are computed at observation points which are 5 m from the

source (i.e., 2(a) in Figure 6.13 (a)) and 10 m from the source (i.e., 3(a) in Figure 6.13

(a)). In Table 6.11, the results are computed at observation points which are 5 m from the

source (i.e., 2(b) in Figure 6.13 (b)) and 10 m from the source (i.e., 3(b) in Figure 6.13

(b)). It can be observed that the results in each case are unique and manifest the complex-

ity of the domain and, the extent of influence of various parameters on the radionuclide

transport. The new component that incorporates the effect of variation in aperture sizes

(section 6.5.3) along the fracture is considered for the analysis. From these results we can

observe the effect of number of fracture sets, variation in aperture sizes along the fracture

and direction of flow on the migration of radionuclide. With the increase in the number

of fracture sets, the results become more unpredictable due to the influence of fracture

combinations and also the direction of flow. There is not definite trend observed in the

presence of local aperture variation as well. However, there is certainly an effect of this

factor on the overall concentration values. Also, the time of arrival of maximum concen-

tration is increased by around 10 - 30% due to local aperture variation, indicating a delay

in contaminant movement in the presence of local aperture variation. For example, in

Table 6.10, consider fracture set 45◦ - 90◦. Here, the time of arrival of maximum concen-

tration is 428 years without local aperture variation while, it is almost 650 years with local

aperture variation. Amongst all the fracture sets, the maximum concentration is observed

in 0◦ (in Table 6.10) and 90◦ (in Table 6.11). As the direction of fracture orientation and

the direction of contaminant flow coincide in these cases, maximum concentration is ob-

served. The risk estimated for different fractures sets falls in the range of 10−4 to 10−5 y−1

which is low in comparison to the risk due to natural catastrophes that lies between 10−3

- 10−4 y−1. The average annual dose due to natural background radiation is estimated
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to be 2.4 mSv world-wide. The corresponding risk due to natural background radiation

can be estimated using the ICRP total risk factor (7.3×10−5 mSv−1) as 1.8×10−4 y−1.

The estimated risk from numerical model falls below the risk due to natural background

radiation as well. Hence, the risk values evaluated for deterministic analysis fall within

the safe limits indicating the safety of disposal system.

6.7.4.2 Influence of fracture properties on the overall transport

To investigate the effect of some of the critical fracture and rock properties, a comparative

study is performed. The 45◦-90◦ fracture set combination is considered for the study. The

fracture pattern is shown in Figure 6.39 (a). Four cases are considered for the analysis

and they are:

1. case (a) - The concentration versus time trends for the given fracture set (default

case)

2. case (b) - As the algorithm for fracture generation is stochastic in nature, the influ-

ence of this factor is examined. A new fracture pattern is generated which shown in

in Figure 6.39(b). The concentration versus time trends are plotted for this case.

3. case (c) - The influence of aperture variation along the fracture is examined. So,

each fracture is assumed to be segmented into five parts and different aperture sizes

are assigned to each segment. The transition in aperture sizes along a fracture makes

the fractured rock more heterogeneous. By taking this factor into account, concen-

tration versus time trends are plotted.

4. case (d) - The fractured rock portion is replaced with a homogeneous equivalent

porous medium. The concentration versus time trends are plotted for this case
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The results are estimated at the center (i.e., 5 m from the source- 8(a)) and, at the end

of fractured rock (i.e.,10 m from the source-9(a)). Each case is modelled numerically by

assigning the respective conditions are simulated to obtain the results. They are presented

in Figures 6.58 and 6.59. The results in Figure 6.58 corresponds to flow along x-direction

and Figure 6.59 corresponds to flow along y-direction. The results from case(b), case(c)

and case (d) are compared with results with respect to case (a) (i.e., default case).

Figure 6.58: Concentration versus time for various cases (Flow in X-direction)

Figure 6.59: Concentration versus time for various cases (Flow in Y-direction)
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1. The concentration trends in case (b) and case (a) are similar. A slight variation is

observed in the concentration pattern and peak values. Also the time of arrival of

maximum concentration is almost same. In the case of flow along x-direction i.e,

Figure 6.58, it is around 180 years (corresponding to point 8(a)) and in the case

of flow along x-direction i.e, Figure 6.59, it is around 200 years (corresponding

to point 8(a)). This shows that stochastic fracture pattern generation does have an

influence on the contaminant transport.

2. By comparing the case (c) plots with case (a), it can be observed that, modelling

the transition along the fractures creates a more complex fracture network leading to

slower movement of radionuclides. Thus we can observe that case (c) takes double

the time to reach the peak concentration than case (a). In Figure 6.58, the time of

arrival of peak concentration in case (c) is 400 years (corresponding to point 8(a)),

while it is 200 years (corresponding to point 8(a)) in the default case.

3. The concentration trends in case (d) shows almost double the concentration and

faster arrival of peak concentration in comparison with case (a). This implies that

the results are highly overestimated than the actual case. This observation empha-

sizes the need to model fractures for in the rock for realistic prediction. Also the

effect of heterogenity in the system is masked due to the assumption of equivalent

porous medium.

From this analysis, it is evident that the new components developed in this chapter have a

significant effect on the model predictions. So, the new model with the integrated compo-

nents (that account for fracture geometry and local aperture variations) helps in simulating

the geological medium better and generate more realistic results.
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6.7.5 Probabilistic analysis

The main objective of this analysis is to develop a performance assessment model that

can predict the radiation dose due to migration of radionuclide from barrier system, into

the fractured medium and finally reach the biosphere. The results computed from deter-

ministic analysis are within the safety limits. However, the design of barrier systems that

handle hazardous waste like radioactive materials, requires probabilistic analysis. This

analysis helps in improving our understanding on the factors that contribute to the max-

imum risk in the system. Moreover, performance assessment model entails uncertainty

quantification due to variabilities in the input characteristics of the model. In this study,

geological properties of fracture and intact rock matrix; and, transport properties of Iodine

(129I) in fracture and rock matrix are considered as random variables. The mean values

(underlying normal distribution) of the input parameters, the probabilistic distribution and

COV have been assumed from literature. They are presented in Table 6.12. To capture

the influence of the number of uncertain parameters on the probability of failure, two

scenarios are considered. They are:

1. Consider porosity, distribution coefficient of the intact rock and the transport prop-

erties of Iodine through fracture to be uncertain (i.e., fracture aperture, diffusion and

dispersivity). So a total of five parameters are considered to be random variables.

2. Consider porosity, distribution coefficient of the intact rock and the transport prop-

erties of Iodine through fracture to be uncertain(i.e., fracture aperture, diffusion

and dispersivity). Additionally, the aperture variations along the fracture are also

considered as random variables. Since each fracture is divides into five segments,

each segment of the fracture is assumed as random variable. So, a total of nine
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parameters are considered to be random variables.

Table 6.12: Statistical properties of parameters considered for the study

S.No Property
Iodine

Distribution
Mean COV

Rock matrix

1
Distribution

coefficient (ml/g)

2.6 0.15

Lognormal2.6 0.20

2.6 0.30

2 Porosity

0.13 0.15

Lognormal0.13 0.20

0.13 0.30

Fracture

3 Fracture aperture (part 1) (µm)

50 0.15

Lognormal50 0.20

50 0.30

4 Fracture aperture (part 2) (µm)

10 0.15

Lognormal10 0.20

10 0.30

5 Fracture aperture (part 3) (µm)

20 0.15

Lognormal20 0.20

20 0.30

6 Fracture aperture (part 4) (µm)

40 0.15

Lognormal40 0.20

40 0.30

7 Fracture aperture (part 5) (µm)

30 0.15

Lognormal30 0.20

30 0.30

8 Diffusion coefficient (m2/s)

5× 10−9 0.15

Lognormal5× 10−9 0.20

5× 10−9 0.30

9 Longitudinal Dispersivity (m)

0.1 0.15

Lognormal0.1 0.20

0.1 0.30
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To determine the reliability of the system, the probability of radiation dose exceeding the

permissible limit (Pf ) which is given in equation (6.12) needs to be evaluated. Subset

simulation method is used to estimate the probability of failure (Pf ).

6.7.5.1 Results and discussion

The probability of failure is estimated for both the cases and presented in Table 6.13.

Also, the results are estimated by varying COV values from 15% to 30%.

Table 6.13: Result of Pf for different scenarios considered in th study

S.No Fracture set

Number of

parts along

fracture

Number of

random variables
Probability of failure

15% COV 20% COV 30% COV

1 45◦-90◦ 1 part 5 2.63E-06 0.00167 0.0457

2 45◦-90◦ 5 parts 9 6.73E-06 0.0043 0.06

From Table 6.13, it can be observed that, the probability of failure increased with

the increase in coefficient of variation (COV). The Pf values corresponding to 1st row

of Table 6.13 presents the results when five uncertain parameters are considered and Pf

values corresponding to 2nd row of Table 6.13 presents the results when nine uncertain

parameters are considered. The difference in both the cases is with respect to aperture

variations. So, one part in Table 6.13 refers to no aperture variation and five parts refers

to local aperture variation (five segments within a fracture with each segment modelled

as random variable). The Pf values in first row are slightly lower than the Pf values in

second row. Lower probability of failure indicates that, the samples or simulations that

resulted in radiation dose above permissible values are lesser. In deterministic analysis,
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a slightly opposing observation was made where the presence of local aperture variation

lead to slower movement of contaminant and lower concentrations (indicating the effect

of heterogeneity due to aperture variations). Unlike this observation, the probability of

failure is higher in the case corresponding to variation in aperture sizes than the latter.

The main reason for this trend might be because, as the aperture sizes along the fracture

are treated as random variables, more uncertainty is induced into the system leading to

higher possibility of reaching failure than the case with only one random value along the

length of the fracture. Also, as mentioned in Section 6.6.4.1, the presence of a fracture set,

its fracture orientation combination and direction of flow of contaminant affects its con-

centration. Since the fracture set considered for the analysis leads to a complex network,

the transport through the system becomes more challenging and unpredictable as there is

no particular trend for radionuclide concentration with the increasing aperture size. So,

the interplay of various aspects leads to an increased Pf in the case with local aperture

variation over the one without aperture variation.

The sample COV of failure probability over 25 independent subset simulation runs

are plotted to observe the variability in Pf . Also, coefficient of variation versus num-

ber of samples per subset tested to check the convergence of the simulation. The results

presented are for the case with aperture variation along the fracture (i.e., five parts). How-

ever, since almost same trends are observed for the case without aperture variation along

the fracture (i.e., one part), they are not presented. The effect of COV versus number of

samples per subset are presented in Figure 6.60 (i) - 6.62 (i). The effect of probability of

failure versus number of samples per subset are presented in Figure Figure 6.60 (ii) - 6.62

(ii).
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(i) COV Vs Nss
(ii) P f Vs Nss

Figure 6.60: Trends of coefficient of variation and probability of failure for different
number of samples per subset (15% COV)

(i) COV Vs Nss
(ii) P f Vs Nss

Figure 6.61: Trends of coefficient of variation and probability of failure for different
number of samples per subset (20% COV)

(i) COV Vs Nss (ii) P f Vs Nss

Figure 6.62: Trends of coefficient of variation and probability of failure for different
number of samples per subset(30% COV)

So, amongst the cases simulated in the study, the results with high Pf values project
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highest risk and need immediate attention to stop intrusion of radiation further to the

environment. Further, it is crucial to know the main parameters contributing to failure

of the system (i.e., high radiation dose values). This is done by carrying out sensitivity

analysis using the the pdfs of intermediate conditional levels during subset simulations.

The results are presented below.

6.7.5.2 Sensitivity analysis

Sensitivity analysis is performed by post-processing the results of subset simulation for

the case with five uncertain parameters (without aperture variation along the fracture) and

for the case with nine uncertain parameters (with aperture variation along the fracture).

The results for each case are presented below.

6.7.5.2.1 For five parameters

The empirical distributions from two conditional levels are compared with the actual dis-

tribution and results are presented in Figures 6.63 - 6.67.

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.63: Shift in the distribution over two conditional levels for porosity
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(i) 1st conditional level (ii) 2nd conditional level

Figure 6.64: Shift in the distribution over two conditional levels for distribution coefficient

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.65: Shift in the distribution over two conditional levels for fracture aperture

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.66: Shift in the distribution over two conditional levels for fracture diffusion
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(i) 1st conditional level (ii) 2nd conditional level

Figure 6.67: Shift in the distribution over two conditional levels for fracture dispersivity

From the Figures (6.63 - 6.67), we can observe that amongst the five uncertain pa-

rameters, distribution coefficient shows the maximum shift from the actual distribution.

So, adsorption is one of the critical processes that exhibits maximum sensitivity towards

the transport behaviour of radionuclide in fractured medium. These results are consistent

with the observations made by previous researchers (Krishnamoorthy et. al., 1992; Toran

et. al., 1995).

6.7.5.2.2 For nine parameters

By taking into account local aperture variations, the total number of uncertain parame-

ters become nine. The sensitivity analysis results are presented in Figures 6.68 - 6.76.

From Figures 6.68 - 6.76, it can observed that the three most critical parameters affect-

ing the system response are distribution coefficient, fracture aperture (part 4) and fracture

aperture (part 5). Distribution coefficient is the most sensitive parameter.
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(i) 1st conditional level (ii) 2nd conditional level

Figure 6.68: Shift in the distribution over two conditional levels for porosity

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.69: Shift in the distribution over two conditional levels for distribution coefficient

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.70: Shift in the distribution over two conditional levels for aperture part 1
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(i) 1st conditional level (ii) 2nd conditional level

Figure 6.71: Shift in the distribution over two conditional levels for aperture part 2

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.72: Shift in the distribution over two conditional levels for aperture part 3

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.73: Shift in the distribution over two conditional levels for aperture part 4
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(i) 1st conditional level (ii) 2nd conditional level

Figure 6.74: Shift in the distribution over two conditional levels for aperture part 5

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.75: Shift in the distribution over two conditional levels for fracture diffusion

(i) 1st conditional level (ii) 2nd conditional level

Figure 6.76: Shift in the distribution over two conditional levels for fracture dispersivity
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The sensitivity of fracture aperture parts is noticed in the case of non-reactive con-

taminant also. During the simulation, the aperture values are varied until they attain a

configuration leading to maximum radionuclide transport. Also, as mentioned in Section

6.6.5.2, the equivalent hydraulic aperture is higher for the failure case (g(X)<0). So, from

the sensitivity analysis, it can be concluded that the chemical reactions during the con-

taminant transport (i.e., sorption) has a substantial effect on the radionuclide transport.

By employing probabilistic analysis, the effect of uncertainties have been quantified and

the results show that the failure probabilities are quite low and the disposal system is safe.

6.8 Concluding remarks

In this chapter, probabilistic performance assessment model has been developed for dis-

posal systems close to fractured rock mass. Modelling geosphere transport (a component

of performance assessment) through sophisticated system of fractures and intact rock ma-

trix is an arduous task. An attempt has been made to address this issue by developing a

framework for modelling the flow and transport behaviour of a contaminant in fractured

rock mass. This model simulates the fracture patterns from a stochastic algorithm, mod-

els the flow and transport of contaminant (through fractures and rock) and, quantifies the

contaminant migration through the system. The flow and transport processes of contami-

nant through fracture networks have been studied for a long time, however, this model is

one of the first works that captures the features of fracture geometry, variation in aperture

sizes along the fracture and their influence on contaminant migration including the ra-

dionuclide transport and systematically investigate their effect. Further, the uncertainties

in the input parameters affecting the system response have been quantified by employing
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efficient probabilistic techniques. The chapter is divided into two major sub-divisions that

presents analysis of non-reactive and reactive contaminants.

The main conclusions from the first subdivision (for non-reactive contaminant) are as

follows:

1. By numerical modelling studies, the extent of influence fractured rock network

(with horizontal fractures) can impart on the contaminant migration is demon-

strated. The results for contaminant migration through an intact rock and fractured

rock are compared. They showed that the time taken to travel through the domain

in fractured rock reduced by almost half when compared to intact rock.

2. To quantify the effect of fracture geometry (i.e., the number of fractures sets and

their orientations) on contaminant migration, the fractures are modelled using a

fracture generation algorithm for each case and the results are computed. With the

increase in the number of fracture sets, it was observed that the transport process

becomes complex and results become non-trivial. Also the influence of direction of

fracture flow is analysed. The main observations are:

(a) In the case of single fracture sets, the maximum contaminant migration is

observed in 0◦ and 90◦ fracture sets when the flow is along x-direction and

y-direction respectively. This is because of the presence of long parallel frac-

tures that are along the flow direction. Since there is no obstruction, they act

as conduits allowing the contaminant to flow through them.

(b) In the case of multiple fracture sets, there are preferential flow paths that leads

to channelling of contaminants. The presence of a complex fracture network

results in slower movement of contaminant.
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(c) To understand the contaminant spread in the entire fracture network, the con-

taminant concentrations are evaluated at different points spread along and

across the domain. The presence of heterogeneity in the system and its in-

fluence on the contaminant plume is estimated from this analysis.

(d) The fracture set combination 0◦ - 90◦ and 0◦ - 45◦ - 90◦ did not exhibit the

influence of heterogeneity inspite of the fracture combinations. The contam-

inant concentration values were same for flow in both the directions. All the

other fracture set combinations had the effect of heterogeneity.

(e) The concentration at end-point of interest (i.e., 10 m from the source) is al-

ways less than the peak concentration (i.e., permissible concentration) which

implies that it is within safe limits.

(f) As the fracture network is heterogeneous, the contaminant movement through-

out the network become non-intuitive. So, the time taken for the concentration

to reach 0.5 C0 and 0.9 C0 is plotted for different fracture sets. The critical

combination of fracture sets and orientations that deliver the highest concen-

tration in least time is determined from this analysis. It was observed that

amongst all the fracture set combinations considered, 90◦ - 135◦ fracture set

has concentration plume spread through the domain and reaches 0.9 C0 within

70 years. This fracture set was found to be critical from the analysis.

3. The results presented from these analyses helps in providing an insight on the areas

that need immediate attention to avoid subsurface pollution and also these predic-

tions gives an estimate of the time frames for remediation techniques.

4. To understand the influence of local aperture variations along the fracture on the
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contaminant transport, a new component that can integrate the aperture variations

along the fracture is developed.

(a) Although, no particular pattern was observed with increase in the variation

of aperture size along the fracture with respect to the concentration of con-

taminant, there is a notable effect of this factor. The arrangement of aperture

variations along the fracture plays an important role in predicting the concen-

tration of contaminant.

(b) Due to local variation in aperture sizes, the concentration value is affected at

least by 0.5% to almost 30% of its initial value. This implies that the local

variations in aperture size has an overall influence on the concentration front.

5. The effect of modelling by simulating the fracture patterns over replacing the frac-

tures with an equivalent porous medium is illustrated. It emphasizes the need to

model the fracture network in rocks for a more realistic prediction of the flow and

transport behaviour.

6. To quantify the effect of uncertainties in the input parameters and also the stochastic

nature of fracture generation model, probabilistic analysis is carried out.

(a) Among the various fracture set combinations, single fracture set exhibited

maximum Pf of 0.6.

(b) For the same fracture set, there was a variation in Pf due to the influence of

stochastic nature of fracture pattern. This illustration is made for 45◦ - 90◦

fracture set.

(c) The value of Pf for a 45◦ - 90◦ fracture network varies from 10−13 to 10−2.
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It was observed that with the increase in coefficient of variation (COV) the

probability of failure increased (where 10−13 corresponds to 15% COV and

10−2 corresponds to 40% COV.

(d) By post processing the results from subset simulation, the sensitive parame-

ters that affect the performance of disposal systems are estimated. They are

matrix hydraulic conductivity (Increase in the conductivity in the matrix leads

to lesser storage of solute in matrix leading to more concentration (Darcy’s

law)), fracture aperture part 3 and part 4 (the aperture size achieve a configu-

ration that leads to highest conductance). It indicates that both the interacting

subsystems i.e., the conductive nature of fracture and rock matrix have an

important role in contaminant transport modelling.

The main conclusions from the second subdivision (for reactive contaminant) are as fol-

lows:

1. This part of the chapter mainly focussed on modelling transport of radionuclide ( a

reactive contaminant) through fractured rock.

2. To examine the influence of number of fracture sets, a parametric study is carried

out. The concentration profiles were different from that of the trends observed for

non-reactive contaminant. The influence of sorption and radioactive decay led to

post-peak decay of concentration trends. With the increase in the number of fracture

sets, the heterogeneity of system increased leading to fluctuations in concentration

trends.

3. The effect of local aperture variations along the fracture on the radionuclide concen-

tration is also estimated. It was observed that the time taken for the arrival of peak
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concentration is almost double in the presence of local aperture variations when

compared to the default case (without any aperture variations).

4. From the deterministic analysis, the risk due to radiation of iodine through drinking

water pathway is estimated and the computed values fell below the range of risk

experienced due to natural catastrophes and background radiation.

5. A parametric study that compares the effect of local aperture variation, stochastic

fracture pattern and effect of equivalent porous medium is conducted. The results

showed that there is an influence of all these factors on radionuclide transport. This

study proves that the new model with the integrated components (that accounts for

fracture geometry and local aperture variations) helps in simulating the geological

medium better and generate more realistic results.

6. Probabilistic analysis has been performed for two scenarios (i) without the effect

of local aperture variation (five parameters) (ii) with the effect of local aperture

variation (nine parameters). The results are:

(a) Probability of failure values increased with the increase in COV of the pa-

rameters which indicates that the system becomes riskier with the increase in

COV.

(b) The Pf values are slightly lower for scenario (i) when compared to scenario

(ii) which implies that as the each aperture size along the fracture are treated

as random variables (in scenario (ii)), more uncertainty is induced into the

system leading to higher possibility of reaching failure than the case with only

one random variable along the length of the fracture (scenario (i)). Also, the

interplay of fracture set, its fracture orientation combination and direction of
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flow of contaminant affects its concentration leading to an increased Pf in the

case with local aperture variation over the one without aperture variation.

(c) Sensitivity analysis is performed and the results showed that, for scenario (i)

distribution coefficient is the most sensitive parameter indicating that the re-

active nature of contaminant has a primary role in influencing the contaminant

transport. In the case of scenario (ii), the critical parameters are distribution

coefficient, fracture aperture part 4 and part 5 (as mentioned earlier, the equiv-

alent aperture size achieves a configuration that leads to maximum flow of

contaminant)

Overall, an efficient performance assessment model has been developed to quantitatively

assess the safety of a disposal system near sedimentary rock formation.The components

associated with fracture generation and variation in aperture sizes along the fracture are

developed as python programs. These programs facilitate the automation of simulations

for deterministic and probabilistic analysis. For the scale of the domain considered in

this chapter, this study demonstrates the need to model the fracture network and then

estimate the concentration of the contaminant rather than approximating the system to

homogeneous equivalent porous medium and modelling it for contaminant transport.
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Chapter 7

Summary and Conclusions

7.1 Introduction

The disposal of radioactive waste in a proper containment facility and, its isolation from

the surrounding environment is an issue of national and international interest. However,

long-term safety of the disposal systems cannot be ascertained due to unwarranted risks

in the form of accidents, natural catastrophes etc leading to release of wastes from these

systems to the biosphere. So, predictive models that can quantitatively assess the risk due

to failure of the disposal facilities over large temporal scales provide a technical basis to

evaluate the performance of these facilities. In the presence of a complex heterogeneous

geological environment, the uncertainties in the geological properties and transport prop-

erties of the medium and radionuclides becomes inevitable. Therefore, estimation of risk

and radiation dose under probabilistic framework provides a reasonable assurance of the

performance of disposal facilities. The work carried out in the thesis is mainly focussed

on developing performance assessment models that treat the uncertainties due to inability

in characterizing the stochasticity in geosphere (soil and fractured rocks) and also due

to inherent randomness in the geological medium. A comprehensive analysis of perfor-

mance assessment models in different geological media (soil and fractured rocks) are
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also described. The important conclusions from the thesis are presented in the following

sections.

7.2 Important conclusions from the thesis

In Chapter 1, a general introduction on radioactive waste management is presented, high-

lighting the necessity to develop performance assessment models that can predict the

safety of radioactive waste disposal facilities during the development, operation and clo-

sure phases of design. The need to consider the impact of the uncertainties on performance

of near surface disposal facilities to ensure safe design of disposal system is also empha-

sized. The chapter also outlines the need for the present thesis and enumerates the major

objectives of chapters in the thesis in sequential order for clarity of presentation. The

specific conclusions from Chapter 2, 4, 5 and 6 are summarised in the following sections.

7.2.1 Literature review

From the review of literature on radioactive waste management it is evident that, signif-

icant research has been carried out on developing predictive models to assess the long-

term performance of radioactive waste disposal facilities. The framework formulated by

regulatory bodies (AERB, 2006; IAEA, 2014) for safe management of low and interme-

diate level wastes have been implemented nationally and globally to achieve the safety

objective. However, modelling the geosphere transport, a component of performance as-

sessment is trivialized in most of the studies to reduce the computational complexities

involved in the model. So, they lack in capturing the realism in geological medium es-

pecially in the case of fractured rocks. In the framework of performance assessment, the
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safety is set out over large temporal and spatial scales. So, it is imperative to incorpo-

rate the effect of uncertainties on performance assessment. The evolution of geological

environment over these scales and the uncertainties in the input parameters of the model

need to be taken into account in the uncertainty analysis. Although, uncertainty and sen-

sitivity analyses have been carried out in the previous studies, the computational issues

involved in quantifying the uncertainties were not handled efficiently. So, there is need

to to adopt computationally efficient probabilistic techniques for uncertainty propagation

and quantification. The main conclusions from this chapter are:

1. The geosphere transport models need to incorporate more features that can simulate

the geological medium better such as dimensionality of transport, complex bound-

ary conditions and heterogeneity in the medium. In the case of fractured medium,

not many studies have explored the effect of encompassing the local and global

properties of the fractures and intact rock matrix their impact on the performance

of disposal systems.

2. There is also need to address the computational issues involved in propagating and

quantifying the uncertainties through complex geosphere transport models (analyt-

ical or numerical), by adopting effective meta-modelling techniques.

3. While the existence of aleatory and epistemic uncertainties has been established in

literature, the modelling of random fields in a stochastic analysis has not been well

exploited; and the number of studies that capture the effect of these uncertainties

on the design reliability of disposal facilities is limited. So, simulation based tech-

niques that can efficiently estimate rare event probabilities (probability of radiation

dose exceeding the permissible value) needs to be adopted.

380



7.2. Important conclusions from the thesis

7.2.2 Risk and Reliability analysis for Near surface disposal facilities

In Chapter 4, a framework for an efficient probabilistic performance assessment model

that evaluates the risk and radiological impact from near surface disposal facilities is de-

veloped. For the analysis, an analytical formulation is considered to estimate the risk due

to release of radionuclides from the near surface disposal facility to a biosphere (human

habitat) is based on. The results from the deterministic analysis predicted that the risk and

radiation dose values for all the radionuclides are within permissible limits. As an inte-

gral part of performance assessment, it is necessary to quantify the effect of uncertainties

associated with the radionuclide transport process in complex geological medium. So, the

probable measure of radiation dose exceeding its permissible value at the end-point was

evaluated using Monte Carlo simulation. However, the simulations were computationally

expensive and this impelled the need to develop a computationally efficient model . So,

a meta-modelling technique called collocation-based response surface method (CSRSM)

is adopted to propagate the uncertainties through the system. When the analytical model

was replaced with the new meta-model, the computational time reduced from forty min-

utes to a second. An added incentive of using CSRSM is that it allows the computation

of global sensitivity measures (sobol indices) by post-processing the coefficients of the

meta-model. Some more interesting observations drawn from the analysis are presented

below.

1. The analytical formulations considered for the analysis captured the effect of differ-

ent modes of disposal (single dump, multiple dump)) and also the dimensionality of

the groundwater radionuclide transport model (one-dimensional, two-dimensional).
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So, a total of four scenarios are considered for the performance assessment that

include: single dump - 1D transport model, single dump - 2D transport model,

multiple dump - 1D transport model and multiple dump - 2D transport model.

(a) An algorithm is developed and coded in MATLAB to estimate the annual

release rate, radiation dose and risk due to infiltration of water into the disposal

facility, leading to sequential failure of barrier system and further transport to

a human habitat through drinking water pathway. The results were evaluated

for seven radionuclides (3H, 14C, 59Ni, 99Tc, 129I, 237Np and 239Pu).

(b) Amongst the seven radionuclides, the maximum concentration is delivered by

carbon (14C) and the maximum dose is delivered by Iodine (129I). These values

are observed for the above radionuclides due to low sorption values and high

half-lives.

(c) When the dimensionality of radionuclide-dispersion model in groundwater

varied from 1D to 2D, a slight reduction maximum concentration values is ob-

served. The slight difference in these values can be attributed to discrepancy

in the evaluation of the cross sectional area of aquifer and also the assumption

of uniform lateral mixing (in 1D model).

(d) By comparing the results for different modes of disposal, it was observed that

the maximum concentration are almost same for both the dump modes. Slight

variations are observed only for short-lived radionuclides.

(e) In the deterministic analysis, the maximum risk value estimated at the end-

point is lower than the risk due to industrial failures/catastrophes and also,

natural background radiation.
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2. CSRSM is employed to propagate the uncertainty in the input parameters and de-

velop a surrogate model at the time of arrival of peak concentration. From the

results it was found that, third order polynomial gave the best approximation to

deterministic model with a coefficient of determination (R2) of 0.99. The computa-

tional efficiency of the meta-models is demonstrated in this chapter for all the four

scenarios.

3. The probability of failure Pf (radiation dose exceeding the permissible value) es-

timated from the Monte Carlo simulations is very low (in the range of 10−3) sug-

gesting that the risk due to migration of radionuclide (14C) through drinking water

pathway is negligible and also the barrier system is designed efficiently.

4. The sobol indices are obtained from global sensitivity analysis and, it is observed

that the distribution coefficient is the most sensitive parameter that can have an

impact on system’s performance.

7.2.3 Probabilistic analysis of radionuclide transport for radioactive

waste disposal facilities in soil

In chapter 4, a two-dimensional radionuclide transport model was used to predict the be-

haviour of radionuclides through the soil medium. But, as the dimensionality of the prob-

lem and the complexity of domain increases, developing analytical solutions becomes

challenging. To overcome the above limitations and build a realistic model with complex

boundary conditions, a three-dimensional numerical model is developed to predict the ra-

dionuclide transport patterns through soils in chapter 5. Also, the influence of epistemic

(i.e., input parameter and model uncertainties) and aleatory uncertainties (inherent ran-
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domness in soil properties) on the results (risk and radiation dose values) are investigated

in this chapter. These studies help in gaining a thorough understanding on the signifi-

cance of geological medium (soil) on probabilistic performance assessment models. By

implementing various probabilistic methods in this study, a technical basis is created for

the decision makers in gaining a level of confidence in the model results. The main con-

clusions from this chapter are presented below.

1. A three-dimensional groundwater radionuclide transport model with a decaying

source is modelled numerically to determine the radiation dose at different points

of interest for short-lived (Strontium (90Sr), Caesium (137Cs)) and long-lived ra-

dionuclides (Carbon(14C) and Iodine(129I)).

2. The concentration and radiation dose of the radionuclides are computed upto a dis-

tance of 50 m (for short-lived radionuclides) and 200 m (for long-lived radionu-

clides) from the source as they become negligible (innocuous levels) beyond these

points. The results from the deterministic analysis demonstrated the effect of in-

ventory value, distribution coefficient and half-life of radionuclides on the radiation

dose values.

3. It is observed that the maximum values of risk computed from the model are lower

than the risk observed from industrial accidents and natural catastrophes.

4. The parameter uncertainty and the model uncertainty (for abstracting the real re-

sponse of the system) are propagated through the system using CSRSM. The results

showed that a second order polynomial approximated the response of the system

(i.e., peak concentration) accurately with an R2 value of 0.99 for all the radionu-

clides. The deterministic (FEM model) and probabilistic parts of the analysis are
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bridged using PYTHON programming interface.

5. The Pf is estimated for Caesium and Iodine by performing reliability analysis using

subset simulation method. The range of probability of failure is estimated as 10−8 -

10−9. These Pf values indicates a safely designed disposal system. As the simula-

tions using numerical model were computationally expensive, it was replaced with

the surrogate model. By doing so, the computation time reduced drastically from 3

days to ≈ 10 seconds. The advantage of Method 1 (using CSRSM) and Method 2

(using numerical model) are demonstrated.

6. Further, global sensitivity analysis is carried out using polynomial chaos based

approach and sobol indices are obtained. The Sobol indices for both short-lived

and long-lived radionuclides showed that, the critical parameters affecting radiation

dose values are mainly distribution coefficient and groundwater velocity (slightly).

It indicates that, amongst the uncertain input parameters considered in the analysis,

these parameters exhibit maximum influence on the performance of NSDFs.

7. To explore the effect of spatial variability in soil on radionuclide transport process, a

two-dimensional numerical model is developed. The spatial variability in hydraulic

conductivity of soil medium is modelled as a random field and discretized using

Karhunen-Loeve series expansion.

8. The results from the deterministic analysis showed that the risk values computed for

spatially varying medium are lower than the risk due to industrial failures /catastro-

phes and also, natural background radiation.

9. The rate of movement of radionuclide is slower in spatially varying medium when
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compared to homogeneous medium. The reason being, for small auto-correlation

lengths (i.e., rough field), the scale of fluctuation in the conductivity values along

the length of the domain becomes more frequent. So, the flow path for radionuclide

movement becomes erratic leading to slower movement. However, for large auto-

correlation lengths (i.e., smooth field), the medium becomes less heterogeneous

and, allows the radionuclide to move faster.

10. The influence of auto-correlation length and the coefficient of variation (COV) on

the probability of failure are investigated. The Pf values for different cases ranged

between 10−9 to 10−1. The results are evaluated by using subset simulation (for

low Pf ) and Monte Carlo simulation (for higher Pf ). The results showed that:

(a) Pf value increased with the increase in COV of random field. At low auto-

correlation lengths, there is a significant influence of COV on Pf and vicev-

ersa. Pf value increased with the increase in auto-correlation length of random

field. This is because, in a highly heterogeneous system, the rate of contami-

nant movement is slower leading to lower Pf , whereas, in less heterogeneous

case, the rate of contaminant movement is faster leading to higher Pf .

11. From the design point of view, radionuclide transport through homogeneous medium

results in high Pf . But in reality, the medium is heterogeneous and the estimated Pf

values are quite low indicating that the performance of system is underestimated by

assuming the medium to be homogeneous. This study illustrates the need to model

a spatially varying medium to predict the probabilistic performance of NSDFs ac-

curately.
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7.2.4 Probabilistic analysis of contaminant transport in fractured rocks

One of the important components considered in evaluating the performance of radioac-

tive waste disposal facilities is the geosphere transport model as it has an impact on their

long-term performance. This model essentially predicts the movement of radionuclides

in geosphere. In chapter 6, the influence of rocky geological environment (fractured sed-

imentary rock) on the radionuclide transport and the performance of radioactive disposal

facilities is explored. The work is mainly focussed on developing a discrete fracture

network model that captures the effect of the features of fracture geometry, variation in

aperture sizes along the fracture and their influence on contaminant migration. Also, the

uncertainties in the input parameters affecting the system response have been quantified

by employing efficient probabilistic techniques. A probabilistic performance assessment

model is developed for a disposal facility designed near fractured sedimentary rock for-

mation. To gain an overall understanding of the transport behaviour in a complex frac-

tured medium, geosphere transport modelling is carried out for a non-reactive contami-

nant (case I) and a reactive contaminant (case II). The main conclusions from this chapter

are

1. A new hybrid model that integrates a stochastic fracture pattern generation algo-

rithm, and, a numerical contaminant transport model is proposed. Also, a new fea-

ture that handles the effect of local aperture variation along the fracture is developed

and integrated into the hybrid model.

2. In both the cases, a parametric study is carried out to study the effect of number

of fracture sets, fracture orientation and transport properties in fracture and rock

matrix on the contaminant transport.
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3. The main conclusions from the analysis for non-reactive contaminant (salt solution)

are:

(a) Amongst the single fracture sets considered for the analysis (0◦, 45◦, 90◦,

135◦), the 0◦ and 90◦ fracture sets are critical as the active flow paths are

along the flow direction. In the case of multiple fracture sets, the presence

of a complex heterogeneous fracture network leading to slower movement of

contaminant is reflected in the results.

(b) In the case of multiple fracture sets, the critical combination of fracture sets

and orientations that deliver the highest concentration in least time is observed

in 90◦ - 135◦ fracture set which makes it one of the critical sets in the analysis.

(c) Due local variation in aperture sizes, the concentration value is affected at

least by 0.5% to almost 30% of its initial value suggesting the influence of

local variations in aperture size on the concentration front.

(d) The probabilistic analysis results quantify the extent of pollution possible due

contaminant migration under the influence of uncertainties. The random vari-

ables considered for the analysis are matrix conductivity, matrix porosity, frac-

ture aperture size (local aperture variation into five parts), fracture dispersion

and fracture diffusion. The probability of failure (Pf ) i.e., the probability of

concentration exceeding the permissible concentration are estimated for vari-

ous fracture networks using subset simulation. The results showed that Pf is

maximum for single fracture set network. In the case of fracture set combina-

tions, the Pf values ranged in 10−3 to 10−5.

(e) The influence of stochastically generated fracture pattern on Pf is also exam-
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ined. For 45◦ - 90◦ fracture network, three fracture patterns are generated

stochastically and the Pf value is evaluated from each fracture pattern. Each

fracture pattern corresponds to a unique arrangement of fractures. The results

showed that the Pf (30% COV) value estimated for each fracture pattern are

10−2, 10−4 and 10−3 indicating the arrangement of fractures are has an impact

on Pf .

(f) The effect of COV of uncertain input parameters on Pf showed that with the

increase in COV, Pf value also increased.

(g) The critical parameters from sensitivity analysis are estimated by post-processing

the results from subset simulation. They are matrix conductivity and size of

the aperture segments ( part 3 and part 4) along the fracture. These results indi-

cate that both the interacting subsystems i.e., the conductive nature of fracture

and rock matrix have an important role in contaminant transport modelling.

4. So, the results presented from these analyses helps in providing an insight on the

areas that need immediate attention to avoid subsurface pollution and also these

predictions gives an estimate of the time frames for remediation techniques.

5. The main conclusions from the analysis for reactive contaminant (radioactive Iodine

129I) are:

(a) With the increase in the number of fracture sets, the concentration value re-

duced indicating this effect is due to the increase in heterogeneity of system

(increasing number of fractures). The increase in the number of fractures sets

creates a more complex fracture network leading to slower movement of ra-

dionuclides.
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(b) A parametric study on the influence on number of fracture sets suggested that

with the increase in the number of fracture sets, the heterogeneity of system

increased leading to fluctuations in concentration trends.

(c) Th influence local aperture variations in the fracture network on the radionu-

clide transport is investigated. The results show that, local aperture variations

in fractures create a more complex fracture network leading to slower move-

ment of radionuclides.

(d) The risk estimated from the deterministic analysis for all the cases is compared

with the risk due to natural catastrophes and natural background radiation. The

values are found to be within the safe limits.

(e) The probabilistic analysis is carried for a typical fracture set (45◦ - 90◦) using

subset simulation. The random variables considered are matrix porosity, ma-

trix distribution coefficient, fracture aperture (five parts), fracture diffusion,

fracture dispersivity. The results showed that the Pf with the increase in COV.

(f) By post-processing the subset simulation results, the sensitive parameters are

observed to be distribution coefficient and size of the aperture segments ( part

4 and part 5) along the fracture. This suggests that the process of sorption

and the conductivity of fractures play a critical role in radionuclide transport

modelling.

6. Overall, a comprehensive analysis on long-term performance of radioactive waste

disposal facility designed near fractured sedimentary rock is presented. The in-

fluence of fracture geometry, geological and transport properties of fractures and

rock matrix are investigated. The impact of uncertainties on system performance is
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quantified by performing reliability and sensitivity analyses.

In complex systems like radioactive waste repositories, the relative success in modelling

the system depends on how well it is understood. So, this thesis attempted to develop

probabilistic performance assessment models for radioactive waste disposal systems de-

signed in different geological media. The significance of geosphere transport on the per-

formance assessment is highlighted in the thesis. So, models developed for the analysis

have addressed the challenges involved in simulating different geological media over large

spatial and temporal scales. New radionuclide transport models are proposed to capture

the complexities in dimensionality of the problem, boundary conditions, geological and

transport properties of soil, fractures and rock. The models also considered the natu-

ral variations (aleatory uncertainty) in the geological properties, uncertainties in the input

parameters of the model (epistemic uncertainty) in evaluating the performance of radioac-

tive waste repositories. These uncertainties are characterized, propagated and quantified

by employing effective probabilistic techniques that include Karhunen-Loeve (K-L) series

expansion method, Collocation based stochastic response surface method (CSRSM) and

subset simulation (SS) method. The efficiency of these methods is illustrated by compar-

ing computational time taken in estimating the results with respect to traditional Monte

Carlo simulation. The algorithms that integrate the deterministic and probabilistic parts of

analysis are programmed in MATLAB and PYTHON to automate the simulations. Fur-

ther, the critical parameters (amongst the uncertain input parameters) that influence the

model response the most are estimated from sensitivity methods including global sensi-

tivity analysis.
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Appendix A

A.1 Multivariate Hermite polynomials

The Hermite polynomials H(x) are defined in the following formula as indicated in Abramowitz

and Stegan (1948). A multivariate Hermite polynomial is stated as the product of several

univariate Hermite polynomials of different variables. The one-dimensional hermite poly-

nomials are given by :

H0(δ ) = 1

H1(δ ) = δ

H2(δ ) = δ
2−1

H3(δ ) = δ
3−3δ

H4(δ ) = δ
4−6δ

2 +3

H5(δ ) = δ
5−10δ

3 +15δ

H6(δ ) = δ
6−14δ

4 +45δ
2−15

...

Hn(δ ) = δHn−2(δ )−Hn−1(δ )

(A.1)
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A.2 Development of polynomial chaos equations

A PCE of order M=3 using only R=2 random variables (δ1 and δ2) is considered as an

illustrative example to estimate the surrogate equation using polynomial chaos expansion

(PCE) (Al-Bittar, 2012).

Table A.1: Details of polynomial chaos expansion of two variables

κ Order of the term Ψκ
Ψκ =

R
∏
i=1

Hαi(δi) E[Ψ2
κ ] =

R
∏
i=1

αi!

0 p = 0 Ψ0 = H0(δ1)×H0(δ2) = 1 α1!×α2! = 0!×0! = 1

1
p = 1

Ψ1 = H1(δ1)×H0(δ2) = δ1 α1!×α2! = 1!×0! = 1

2 Ψ2 = H0(δ1)×H1(δ2) = δ2 α1!×α2! = 0!×1! = 1

3

p = 1

Ψ3 = H1(δ1)×H1(δ2) = δ1δ2 α1!×α2! = 1!×1! = 1

4 Ψ4 = H2(δ1)×H0(δ2) = δ 2
1 −1 α1!×α2! = 2!×0! = 2

5 Ψ5 = H0(δ1)×H2(δ2) = δ 2
2 −1 α1!×α2! = 0!×2! = 2

6

p = 3

Ψ0 = H2(δ1)×H1(δ2) = (δ 2
1 −1)δ2 α1!×α2! = 2!×1! = 2

7 Ψ1 = H1(δ1)×H2(δ2) = δ1(δ
2
2 −1) α1!×α2! = 1!×2! = 2

8 Ψ2 = H3(δ1)×H0(δ2) = δ 3
1 −3δ1 α1!×α2! = 3!×0! = 6

9 Ψ2 = H0(δ1)×H3(δ2) = δ 3
2 −3δ2 α1!×α2! = 0!×3! = 6

In Table A.1, the αi represents the highest order of the corresponding variable in the

polynomial term Ψκ . As, two random variables have been considered in the problem, the

multi-index α , takes values α1 and α2. Further, the important set of inputs and the poly-

nomial equations for two random variable and different orders of polynomial expansion

are presented below (Huber et. al., 2011).
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Table A.2: Details of polynomial chaos expansion of two variables

M

Roots of

Hermite polynomials

for an order M+1

Expression PCEs

for different orders
PCEn m

2
{

0;±
√

3
} P2 = a0 +a1,0Γ1,0(δ1)+a0,1Γ0,1(δ2)

+a2,0Γ2,0(δ1)+a1,1Γ1,1(δ1,δ2)+a0,2Γ0,2(δ2)

6 9

3 ±
√

3±
√

6

P3 = a0 +a1,0Γ1,0(δ1)+a0,1Γ0,1(δ2)

+a2,0Γ2,0(δ1)+a1,1Γ1,1(δ1,δ2)+a0,2Γ0,2(δ2)

+a3,0Γ3,0(δ1)+a2,1Γ2,1(δ1,δ2)+a1,2Γ1,2(δ1,δ2)+a0,3Γ0,3(δ2)

10 16

4
{

0;±
√

5±
√

10
}

P4 = a0 +a1,0Γ1,0(δ1)+a0,1Γ0,1(δ2)+a2,0Γ2,0(δ1)

+a1,1Γ1,1(δ1,δ2)+a0,2Γ0,2(δ2)+a3,0Γ3,0(δ1)+a2,1Γ2,1(δ1,δ2)

+a1,2Γ1,2(δ1,δ2)+a0,3Γ0,3(δ2)+a4,0Γ4,0(δ1)+a3,1Γ3,1(δ1,δ2)

+a2,2Γ2,2(δ1,δ2)+a1,3Γ1,3(δ1,δ2)+a0,4Γ0,4(δ2)

15 25

In Table A.2, PCEn represents the number of the unknown PCE coefficients; m is the

number of the available collocation points, δ1 and δ2 - input random variables; Γ.,. - is

multivariate Hermite polynomial.

Using Table A.1 and Table A.2, the PCE (for M=3 using only R=2) as function of the

input random variables is given by equation:

F(δ ) = u0 +u1(δ1)+u2(δ2)+u3(δ1δ2)+u4(δ
2
1 −1)+u5(δ

2
2 −1)

+u6(δ
2
1 −1)δ2 +u7(δ

2
2 −1)δ1 +u8(δ

3
1 −3δ1)+u9(δ

3
2 −3δ2)

(A.2)

These results are post-processed to estimate the Sobol indices.
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A.3 Estimating the sobol indices

The Sobol index as a function of the different terms of the PCE (Sudret 2008; Al-Bittar,

2012):

S(δi) =

∑
κεIi

α2
κE(Γ2

β
)

p−1
∑
j=0

E[Γ2
j(δ )]

(A.3)

where Ii denotes the set of indices κ for which the corresponding terms, Γβ are only

functions of the random variable δi and E(Γ2
β
) =

n
∏
i=1

αi!. Thus the expressions of the first

order Sobol indices for the two random variables of the above problem can be written as

S(δ ) =
u12 +2u2

4 +6u2
8

u2
1 +u2

2 +u2
3 +2u2

4 +2u2
5 +2u2

6 +2u2
7 +6u2

8 +6u2
9

(A.4)

S(δ ) =
u22 +2u2

5 +6u2
9

u2
1 +u2

2 +u2
3 +2u2

4 +2u2
5 +2u2

6 +2u2
7 +6u2

8 +6u2
9

(A.5)

where I1=(1,4,8) and I2=(2,5,9)
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The sequence of steps followed to generate a Finite Element mesh for a fractured rock in

FEFLOW is demonstrated by a simple example.

B.1 Generation of Finite Element mesh for a fractured

medium

A two-dimensional domain of 32 m × 32 m is considered for the study and solute trans-

port through horizontal, vertical and inclined fractures are modelled.

Figure B.1: FE mesh
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To simulate the mesh, a quadrilateral mode of mesh generation is considered (Note:

The shape functions of quadrilateral elements provide a better basis for solving the prob-

lem). This quadrilateral mesh is refined further such that a new node is introduced at

the center of each quadrilateral mesh element. Due to this refinement, inclined fractures

could also be generated. So, a mesh with 1089 nodes as shown in Figure B.1 is cre-

ated. By using this mesh model, fractures of 0◦, 45◦, 90◦ and 135◦ orientations could be

created.

B.2 Adding discrete features to the existing mesh

The fractures are introduced into the system as discrete elements. In the case of a two-

dimensional medium, the fractures are one-dimensional elements. The fracture element

can be generated either by ’slice edge’ or ’arbitrary nodal path’. In the thesis, the latter

method has been adopted for fracture generation. They are generated based on ’node-to-

node’ connectivity. Suppose we considered a small section ’ABCD’ (for ease of visualiz-

ing the fracture) as shown in Figure B.2, to create a fracture of around 4 to 5 m length in

this section the following steps are followed.

1. Initially, a discrete element is created by connecting node H1 to node H2 (Note: In

python interface, IfmCreateFracElement is used to create the fracture element. See

Figure B.2 (i). This command is a function of two nodes adjacent to each other).

So, a horizontal fracture of 1 m is created. Further the same command is used to

connect the nodes H2-H3, H3-H4, H4-H5 to create a 4 m fracture. In simple terms

it means that the concentration moves along the fracture from node-to-node. Same

procedure is followed for vertical fracture also.
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(i)

(ii)

Figure B.2: (i) Horizontal fracture (ii) Inclined fracture

(a) It is important to note the fracture of any length needs to be divided into sec-

tions depending on the length of single mesh element. (Here since each ele-

ment is 1 m long, the 4 m fracture is divided into four sections).

2. For the case of inclined fracture, the intermediate nodes (I1, I3, I5, I7) play an

important role in node-to-node connectivity. See Figure B.2 (ii). This is because,
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without connectivity between these nodes, a fracture element cannot be created. So

by connecting nodes A to I1 a fracture element of 0.41 m is created. This process

is repeated from node I1 to C (I1-I2, I2-I3, I3-I4,....I7-C). From Fgure B.2 (ii), we

can observe that by connecting all these nodes a fracture of length around 5.6 m

and 45◦ orientation is created. The same process can be adopted for 135◦ fracture.

3. After creating the fracture of required length and orientation, the properties of frac-

ture like its aperture size, area, dispersivity, sorption and diffusion properties are as-

signed. (Note: In python interface, IfmsetFracArea, IfmsetFracFlowConductivity,

IfmsetFracMassLongDispersivity,Ifm setFracMassSorptionCoeff and IfmsetFrac-

MassDiffusion commands are used to set the properties)

To demonstrate accuracy of results from ’slice edge’ option and ’arbitrary node path’

option, a 4 m fracture in all the four fracture orientations is considered. The initial ad

boundary conditions are as mentioned in Table 6.1 and an initial concentration of 1 mg/l

are considered for the analysis. The concentration of contaminant versus time trends at

every 1m within the fracture are compared for both the methods.
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(a) For 0◦ inclination
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(b) For 90◦ inclination

Figure B.3: Comparison of two methods of fracture modelling for horizontal and vertical
fractures
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(a) 45◦ inclination
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(b) 135◦ inclination

Figure B.4: Comparison of two methods of fracture modelling for inclined fractures

Figure B.3, B.4 shows that the contaminant movement along the fracture created using

both the methods match well. So, the fractures are created using arbitrary node path option

(i.e., by coding in python interface) for the rest of the analysis in Chapter 6.

B.2.1 Single fracture

By assigning boundary conditions for flow and transport (as mentioned in Table 6.4) along

PS and QR sections of the domain, the solute transport through a horizontal fracture is

simulated. An initial concentration of 10 mg/l is assigned at the boundary (PS). The

results of concentration front movement over time is presented below.

Figure B.5: Contaminant movement through a single horizontal fracture

The concentration versus time at different observation points (1, 2, 3, 4, 5, 6) of a rock
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with single horizontal and inclined fracture when the flow is along x direction are shown

in the figure below.

(i)

(ii)

Figure B.6: (i) Horizontal fracture (ii) Inclined fracture

The trend line at ’1’ in Figure B.6 (i) corresponds to node H1, trend line ’2’ in Figure

B.6 (i) corresponds to node H2 and so on. Similarly, in Figure B.6 (ii), the trend line ’1’

correspond to node A, the trend line ’2’ correspond to node I2 (observation points were

not on intermediate nodes) and so on. This shows that the concentration along the fracture
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is moving from node to node.

B.2.2 Multiple fractures

Unlike the previous case where only one or two fractures were considered, in the thesis,

a fracture network with more than 100 fractures need to be generated. So, a routine has

been developed such that the code automatically detects the fracture orientation from the

output of fracture pattern generation algorithm. This helps in automatically importing the

fractures onto the FE mesh. The steps followed are:

1. The (x,y) coordinates of the fractures belonging to different orientations and differ-

ent fracture sets are generated from the pattern generation algorithm.

2. These coordinate values are matched with the corresponding co-ordinates of FE

mesh.

3. Then, depending on the length of each fracture, using the ’node-to-node’ connectiv-

ity feature explained earlier, the 1D fracture elements are imported onto FE mesh.

The results for multiple fractures and the contaminant plume movement over time are

discussed in detail in Chapter 6.
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Scope for future work

In this thesis, probabilistic performance assessment models have been developed to quan-

titatively estimate the safety of radioactive waste disposal facilities. New hybrid radionu-

clide transport models are proposed that can handle complexities in modelling geological

medium and also, uncertainties in the properties that affect the concentration of the ra-

dionuclides reaching biosphere. The two important aspects that the thesis focussed on are

modelling radionuclide transport through a complex geological environment i.e., soil and

fractured rock and also characterize, propagate and quantify different types of uncertain-

ties that can affect the process of radionuclide migration through this complex medium.

There are some more ideas that can be implemented in future and they are mentioned

below.

1. When the fractured rock was modelled numerically using FEM, only four fracture

orientations and their combinations could be accommodated due to mesh genera-

tion constraints. But, this feature can to be extended to creating fracture network

of any fracture orientation. To achieve this, the fracture pattern should be imported

as a fracture map and this map needs to be digitized in the FE mesh. However,

it becomes computationally expensive to perform probabilistic analysis by inte-

grating stochastic fracture generation algorithm and FE mesh (which needs pre-

processing).
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Scope for future work

2. The radionuclide transport through fractured rock is modelled as a two-dimensional

medium with one-dimensional fracture elements. This model can be extended to a

three-dimensional (3D) medium where the intact rock is modelled in 3D and the

fracture elements in 2D.

3. Radionuclides are reactive contaminants that could possibly interact chemically

with the adjacent geological medium (especially when the medium is also chemi-

cally active like clays or rocks made of limestone, shale etc). The only geochemical

component considered in the entire analysis is the distribution coefficient (due to

adsorption). But, other geochemical process like dissolution, chemical reactions

with the surrounding matrix which are ignored of this thesis. These effects can also

be included in the numerical model.

4. The effect of inherent spatial variability is not studied for fractured rock. Studies

can be carried out by modelling a random field in fractured medium and investigat-

ing its effect on radionuclide transport.

5. Although, a two-dimensional geological medium is considered to model radionu-

clide transport in spatial variable soil, the spatial variability is modelled as a simple

one-dimensional random field. This is because, spatial variability is assumed only

along the direction of maximum radionuclide migration. But, owing to the process

of spreading, the direction of radionuclide flow becomes two-dimensional. There-

fore, the spatial randomness can be extended to a two-dimensional (2D) medium

and modelled as a 2D random field to capture its transport behaviour.
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